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Abstract

A comprehensive site-effect investigation framework was developed and applied to
earthquake strong-motion data collected on small-aperture urban arrays, the ICEARRAY |
in Hveragerdi in the South Iceland Seismic Zone and ICEARRAY I in Hdsavik in the
Tjornes Fracture Zone in the north, where considerable variations over short distances in
ground motion amplitudes have routinely been observed. Through the Horizontal-to-Vertical
Spectral Ratio and Standard Spectral Ratio methods the amplification levels were shown to
remain relatively low on lava rock, but predominant frequencies of resonance were found
that vary systematically and correlate with the local soil structure and geological units. For
stations on lava-rock characterized by one or more velocity reversals due to softer
sedimentary layers at depth, modeling the soil structure as a two-degree-of-freedom dynamic
system captures the observed predominant frequencies. For non-reversal sites, an inversion
procedure for the velocity profile based on Bayesian statistical theory was developed.
Furthermore, a versatile Bayesian Hierarchical Model (BHM) was developed and applied to
peak ground acceleration data, quantifying the contribution of earthquake source, wave
propagation and local geological effects to PGA variations. This study thus improves the
modeling of site effects in Iceland, quantifies the variabilities of physical parameters of the
subsoil through a Bayesian inversion technique, and through the new BHM shows that for
ICEARRAY 1 the earthquake effect dominates the variability while for ICEARRAY 11, the
site effects are dominating. The results of this study thus facilitate our understanding of local
ground motions and have practical implications for urban planning and seismic hazard
assessment.






Utdrattur

I pessu verkefni voru stadbundin mognunarahrif efstu jardlaga a jardskjalftabylgjur greind
med jaroskjalfta- og jardsudsgognum frd& ICEARRAY hrodunarmelafylkingunum i
Hveragerdi og & Husavik, en per einkennast af umtalsveroum breytileika & einkennum og
umfangi yfirbordshreyfinga i jardskjalftum yfir afar stuttar vegalengdir (tugi til hundrudi
metra). Hlutfallsgreining tidnir6fa syndi ad kerfisbundin mdgnunarahrif & tveimur
sveiflutionum eru til stadar & peim hluta Hveragerdis sem stendur & hrauni vegna vidsninings
bylgjuhrada i mykri setlogum undir tveimur hraunlégum. Greining & mdgnun Gt fra
hefdbundnu tveggja frigradu sveiflukerfi synir ad sveiflutionirnar eru bein afleiding pessa
vidsnanings i hrada. Fyrir hefdbundin jardlog var likan af bylgjudtbreidslu i lagskiptu efni
notad til ad meta efniseiginleika jardlaganna og 6vissu peirra Gt fr4 andhverfuadferéum og
Bayesiskri tolfreedi. Mismunaahrif jardskjalftahreyfinga voru greind med nyju stigskiptu
Bayesisku tolfredilikani sem akvardar framlag jardskjalftaupptaka, Gtbreidsluéhrifa, og
stadbundinna ahrifa & jaroskjalftahreyfingarnar. Nidurstodurnar syna ad hve miklu leyti
fjolbreytt jardfreedi og jardskjalftaupptok hafa ahrif a breytileika jardskjalftahreyfinganna,
og Gvissugreiningin synir hversu markteekur munurinn er. I jardskjalftunum & Sudurlandi
ario 2008 er breytileikinn i yfirbordshreyfingum i Hveragerdi rakinn til
jaroskjalftaupptakanna fyrst og fremst. Mdgnunin og breytileiki hennar i Hveragerdi voru
baedi minni en & Husavik i jardskjalftunum undan Nordurlandi 2012-2013, en par syndu
nidurstodur ad stadbundnar jardfredilegar adsteedur hofdu afgerandi og meiri ahrif. 1 pessari
rannsokn hefur nyjum edlisfreedilegum og télfreedilegum likdnum verid beitt vid greiningu
a jaroskjalftahreyfingum og breytileika peirra yfir stuttar vegalengdir. Nidurstédurnar hafa
hagnyta pydingu pvi par syna hvada likon henta best eftir tegund jardlaga og
greiningaradferdirnar skilgreina dvissu betur en adur hefur verid gert. Slikt er forsenda beetts
mats & jardskjalftava i byggd & Islandi, sem hefur bein ahrif & mat 4 ahattu af voldum
jaroskjalfta, beetingu jardskjalftahdnnunar og hagkvemni byggdarskipulags.
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1 Introduction

1.1 The Purpose Statements

Earthquakes are one type of natural disaster that pose a great risk to the built environment
and life safety. Although it is impossible to either predict or prevent earthquakes, it is
possible to mitigate their deleterious effects and, thus, reduce the number of deaths, injuries,
and damage. In this regard, a fundamental challenge for earthquake engineers, seismologists,
and geologists is enhancing their knowledge to be better able estimate of the level and
variability of ground motion from future earthquakes.

Essentially, the main factors that influence earthquake strong ground motion can be divided
into source, path, and site effects. Site effects, defined as the variation of ground shaking in
space, amplitude, frequency content and duration (Pitilakis 2004) due to differences in the
geologic profiles, have received considerable attention during the last decades. In this regard,
the research efforts in Japan, where as early as the 1930s site effects have been well
recognized through pioneering works by Sezawa and Ishimoto (Kawase and Aki 1989).
Evidence from past earthquakes such as 1985 Mexico City earthquake (Mexico); 1989 Loma
Prieta earthquake (Northern California); 1995 Kobe earthquake (Japan); and 1999 Chi-Chi
earthquake (Taiwan) illustrates that the distribution of seismic wave propagation can vary
extremely due to heterogenous subsoil structures, even over relatively small areas. In other
words, local geological and geostructural conditions strongly account for modifications of
seismic wave amplitudes and propagation patterns and, therefore, the damage distribution in
a relatively limited region (Aki 1988, 1993; Steidl 1993; Steidl et al. 1996; Field 2000;
Pitilakis 2004). Accordingly, the estimation of the influence of site effects is one of the
important steps in any reliable seismic hazard assessment and an important criterion in
engineering applications. Figure 1.1 shows a multi-level and inter-disciplinary schema
proposed by the Pacific Earthquake Engineering Research (PEER) center that links
researchers in different field to mitigate earthquake disaster.

In current practice, site response analysis is a fundamental part of assessing seismic hazard
in earthquake prone areas. In Iceland, however, the earthquake resistant design of structures
generally oversimplifies the site amplification effects and considers uniform site response of
rock for their applications. This is contrary to the complex geological features in Iceland
consisting of repeating sedimentary and lava-rock layers resulting from glaciation and
deglaciation together with sea level fluctuations. In 2002 however, Bessason and Kaynia
illustrated considerable variation in site amplification due to different subsoil structure
beneath the east and west abutments of the 80-meter long Thjorsa Bridge in South Iceland.
The findings of their research emphasized the importance of the site effect investigations
even over relatively short distances (Bessason and Kaynia 2002). Unfortunately, the lack of
dense and local recordings of earthquake ground motions in Iceland has largely prevented
researchers from establishing a reliable assessment of site amplification effects and a
consistent model for strong ground motion variation across limited areas. Both of these are
of paramount importance to accurately assessing the seismic hazard and properly apply the
building code.
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Figure 1.1 Performance-based seismic assessment proposed by Pacific Earthquake Engineering
Research Centre (PEER).

Hence, the main goal of the Ph.D. research presented herein is to rigorously analyze and
model site-specific site response characteristics of engineering significance using the unique
dataset recently recorded by Icelandic strong-motion arrays and to tie these site response
characteristics to the corresponding profile’s geological features. In addition, a statistical
model for describing the distribution of the strong ground motion parameters associated with
the site characteristics has been developed. The outputs of the research presented herein are
vital for performing reliable seismic hazard assessments, as well as microzonation studies,
that provide inputs for urban planning and for evaluating the vulnerability of the structures.

1.2 Research Objectives

In order to setup a practical framework to analyze and model the characteristics of the
earthquake strong-motion site effects, the current research fulfils the following main
objectives:

Research objective #1: To outline a detailed and reliable scheme for site effect
estimation across two strong-motion arrays in Iceland

The first objective of this research is to develop a framework for estimating site response
effects that can be readily incorporated in the assessment of seismic hazard in earthquake
prone areas. As introduced briefly in Section 2.3, there are several empirical techniques that
can be used to evaluate site response characteristics, and the choice of method is mainly
based on the importance and the nature of the project. In this research, two different practical
and widely used techniques, Standard Spectral Ratio (SSR) and Horizontal to Vertical
Spectral Ratio (HVSR) methods, are used to characterize site-specific site amplifications.
For the purpose of evaluating the stability and reliability of the results, microseismic
recordings collected at strong-motion stations are analyzed using the HVSR method.
Applying different approaches and using different datasets helps us to explore the systematic
variation in amplification, to include predominant frequencies, across the arrays and link this
variability to the geological conditions. The results of site effect estimation across two
Icelandic strong-motion arrays (ICEARRAY I and Il) are discussed in Section 4.1 and the
obtained results for ICEARRAY 1 is published in Rahpeyma et al. (2016).



Research objective #2:  To estimate shear-wave velocity models of geologic profiles by
inverting experimental microseismic HVSR using a Bayesian
framework.

As a result of the research objective #1, there is a strong correlation between site
amplification and geological features beneath the station. The evaluation of the site effects
quantitatively requires one-, two-, or three-dimensional shear-wave velocity models of
subsoil down to bedrock. The Vs profile is of paramount interest in many engineering
applications. In particular, seismic building codes such as Eurocode 8 (European Committee
for Standardization 2003), American Society of Civil Engineers (ASCE 2007, 2010), and
also National Earthquake Hazard Reduction Program as well as site classification scheme
such as NEHRP (Building Seismic Safety Council, BSSC 2003; Boore 2004a) consider Vs 3,
(i.e., the average shear-wave velocity down to 30 m depth) to classify sites for evaluating
the dynamic behavior of the near-surface geologic profile.

In this thesis, estimation of the soil properties is the main topic of research objective #2. The
Vs profiling has been accomplished using a variety of either invasive (e.g., down-hole or
cross-holes seismic surveys) or non-invasive (e.g., surface-wave or body-wave approaches,
and refraction-reflection analyzes) processing tools as well as a various types of laboratory
tests. The classical in-situ methods usually use borehole drilling to investigate the key soil
properties and consequently approximate the Vs profile (Kramer 1996). However, although
the in-situ material testing can provide the most detailed and accurate information with
reasonable resolution between closely spaced boreholes, it is relatively expensive and time
consuming to amass the measurements to cover the whole area under study; therefore, these
methods are primarily recommended in projects of relative importance. A general
introduction to the different methods to obtain Vs profile is presented in Section 2.5.

The objective #2 of this thesis is focused on modeling the subsoil Vs profile by inverting the
experimental microseismic HVSR. The inversion problem is established based on Bayesian
framework to estimate better understanding of the model parametrization and quantitative
information about the associated variabilities. Two test/nominated stations are selected to
model the Vs profile (Rahpeyma et al. 2018b).

Research objective #3:  To decompose ground motion parameters and quantify the
spatial variability of strong ground motion amplitude

The primarily analysis of strong-motion recordings of ICEARRAY | and Il revealed that
despite the small inter-station distances and assumed uniform site conditions there is a
noticeable variation in strong-motion amplitudes across both arrays. Research objective #3
aims to model the spatial distribution of peak ground acceleration (PGA) and also to quantify
the associated variabilities across both Icelandic arrays. A multi-level Bayesian Hierarchical
Model (BHM) is proposed to determine the contribution of source, propagation path, and
site characteristics and associated uncertainties.

It has long been known that the reliability of the estimation of the uncertainty in ground
motion amplitude has a significant influence on the precision of the computed seismic
hazard. Commonly, the random variability of ground motions is divided into two
components: (1) aleatory variability (i.e., natural randomness in a process) and (2) epistemic
uncertainty (i.e., limited knowledge or data of the system). Since reduction of the standard
deviation is a critical issue in seismic hazard mitigation studies, especially at low probability



levels (Atkinson 2006), many researchers focus their efforts on decreasing uncertainty by
improving physically justified Ground Motion Models (GMMs). However, in spite of the
different and more complicated functional forms of GMMs (Abrahamson and Shedlock
1997; Abrahamson et al. 2008; Douglas and Aochi 2008; Strasser et al. 2009), total
uncertainty in GMMs has not changed considerably over the last 50 years. Accordingly, the
investigation of the main sources of variabilities and underlying mechanics associated with
attenuation relationships is a challenging research topic that has important implications for
critical structures (Bommer et al. 2004; Bommer and Abrahamson 2006; Atkinson 2006;
Kowsari et al. 2017). In recent decades, many researchers have tried to split up the
variabilities into independent terms to understand the calculated variability (Joyner and
Boore 1981; Fukushima and Tanaka 1990; Abrahamson and Youngs 1992; Douglas and
Gehl 2008; Kuehn and Scherbaum 2015).

In this thesis, therefore, the total variability is split into inter-event and intra-event
variabilities. In particular, intra-event variability is split into inter-station, event-station, and
measurement and model error variabilities. The comparison between the results from the
two arrays illustrates the influence of the complexity of subsoil structure and geological
effects. Establishing quantitative estimates of strong-motion spatial variability will develop
the understanding of the key factors that affect the variation of seismic ground motions
across even a relatively small area. This estimation is critical for detailed microzonation and
decision making for urban planning. The proposed methodology in this thesis can be also
applied to different datasets with similar constraints (Rahpeyma et al. 2018 & 2018a).

1.3 Dissertation Organization
This dissertation is divided into two parts. Part | contains the following chapters:
e Chapter 1: Introduction
e Chapter 2: Background
e Chapter 3: Aim
e Chapter 4: Applications and Results
e Chapter 5: Conclusion and future perspectives
Part Il (Appendix) presents scientific papers based on this work. Three I1SI papers have been

accepted/published based on the research presented in the current dissertation. The
manuscript of the fourth paper is completed. The papers are presented in full as appendices.



2 Background

2.1 Historical Evidence of Site Effects

Significant enhancement in knowledge of source mechanism, seismic waves propagation,
and localized geological effects have been consequences of improvement in quantity and
quality of the observations. A practical approach to reach this goal is essentially installation
of closely spaced networks or seismic arrays in regions with high potential of seismicity.
The first such array that became operational is SMART-1 (1980-1991) consists of 37
accelerographs installed in a circular aperture of D = 2 km in a seismic region of Taiwan
with the aim of collecting data for earthquake engineering applications and seismological
studies of the near-field events (Bolt et al. 1982; Abrahamson 1988). During deployment of
the SMART-1 from 1980 to 1991, it has recorded considerable number of accelerogram
traces from 48 earthquakes ranging in local magnitude from 3.6 to 7.0 and epicentral
distances ranged from 3-200 km from the array center, and focal depths from shallow to 100
km. The recorded earthquakes had both reverse and strike- slip focal mechanisms associated
with the subduction zone and transform faults. Peak ground accelerations have been recorded
up to 0.33 g and 0.34 g on the horizontal and vertical components, respectively.

In accordance with the main geological feature of the region, almost all SMART-1 stations
are located on a uniform site condition of an alluvial plain of the Lanyang River; however,
initial analyses of the strong-motion recordings highlighted dissimilarities in ground motion
intensities and site amplifications between stations. The differences between site responses
across the array and the availability of high-quality data recorded during the deployment of
the SMART-1 attracted many researchers to investigate the main source of the site response
variations. In particular, the dynamic properties of the site conditions and spatial variability
of earthquake motions were analyzed using the SMART-1 dataset (Bolt et al. 1982; Loh et
al. 1983; Loh 1985; Harichandran and Vanmarcke 1986; Harichandran 1991; Chiu et al.
1995; Theodulidis and Bard 1995; Kiureghian 1996; Dimitriu et al. 2000). The analysis
revealed that the variabilities in site amplification are closely related to the local subsoil
geological construction (Theodulidis and Bard 1995; Beresnev et al. 1995; Dimitriu et al.
2000).

Although the site amplification variation between SMART-1 stations due to the geological
features of the region attracted the attention of many researchers, the vital role of the spatial
variability of ground motion intensities was exclusively highlighted for the first time after
1985 Mexico City (Michoacan) earthquake. This large (M, = 8.1) subduction zone
earthquake with epicenter located more than 300 km away from Mexico City resulted in
severe structural collapse, injuries, and deaths. Enormous variations in ground shaking and
distribution of the structural damages were observed in different parts of the city (Celebi et
al. 1987; Seed et al. 1988). In particular, while in the southwest of the city ground motion
intensities were moderate and structural damage was not considerable, in the northwest part
of the city, destructive damage and building collapse were observed due to the severe ground
shaking (Roullé and Chavez-Garcia 2006). It is noteworthy that this variation in structural
damage has been observed in previous earthquakes during the past decades; however, the



differences resulting from the 1985 Mexico City earthquake were somewhat more
accentuated and noticeable. Furthermore, digital strong motion instruments were in
operation in different parts of Mexico City and, therefore, recorded the ground-motions
across the city during and after the event. The recorded data have provided a unique
opportunity to explore the effects of source (Houston and Kanamori 1986; Eissler et al. 1986;
Singh et al. 1988), site conditions (Ordaz and Singh 1992; Cardenas et al. 1997; Cérdenas-
Soto and Chavez-Garcia 2003), intensities of shaking and amplification measurements as
well as the associated effects on structural damage (Seed et al. 1988).

The geological and geostructural features of the Mexico City can be divided into three main
parts for microzonation studies. The city is largely built on an ancient lake bed sediment; a
relatively firm layer of gravel and fill at the surface (5 — 10 m thick), an underlying soft clay
layer (25 — 35 m thick), and beneath that, a firm sand layer (2 — 5 m thick). The western
part of the city sits on a hill characterized by a surface layer of lava flows or volcanic tuffs.
Also, there is a transition zone composed of alluvial sandy and silty deposit layers between
the hill and the lake bed zones (Beck and Hall 1986). Evidently, during the 1985 Mexico
City earthquake, the severe structural failures mainly occurred on the lake bed deposits while
the rest of the city did not show noticeable failures. Within the heavily damage area, the
intensity of structural damage varied depending on the height of the structures, presumably
reflecting the impact of geological structure, the intensity and frequency characteristics of
the ground motions, the dynamic response characteristics of the structures and the criteria
controlling the design of the structures. Investigations into site effects revealed that on the
ancient lake bed the intensity of shaking was much greater than that to which the buildings
were designed, due to resonance phenomenon (Beck and Hall 1986). This resonance effect
resulted in the amplification of long period seismic waves that were prominent in the base-
rock motions due to the long site-to-source distance and was the main cause of high-rise
building collapse. In addition, long duration of the ground motion during 1985 Mexico City
earthquake led to increase the amount of damage (Ansal et al. 2004).

Hence, the Mexico City earthquake and other recent destructive earthquakes (e.g., Armenia
1988, Loma Prieta 1989, Philippines 1990, Northridge 1994, Kobe 1995, I1zmit 1999, Athens
1999, Chi-Chi Taiwan 1999, Haiti 2010, Christchurch 2011) have shed light on the
importance of site effects. These destructive earthquakes have repeatedly demonstrated the
influence of subsoil conditions on the destructive potential of ground shaking in terms of
fatalities, economic losses, and functional disruption. In this context, reliable and accurate
evaluation of site response in seismic regions, particularly urban areas, represents an
important target in the framework of seismic-risk mitigation strategies, engineering
applications, and lifeline network design.

2.2 Basic Physical Concept

As can be seen in Figure 2.1, the physical process of an earthquake ground motion recorded
at a station can be divided into three main factors directly associated with causative fault
(source effects), source-to-site travel paths (path effects), and local geological conditions
(site effects) (Chin and Aki 1991; Boore 2004b; Yoshida 2015). Theoretically, the
earthquake strong-motion observed at a station can be modeled as a function of the source,
path, and site effects within the context of the well-known stochastic modeling approach
(Boore 1983, 2003). Thus, the discrete Fourier amplitude spectrum of ground motion or
response associated with an earthquake (i = 1, ..., Ng) of seismic magnitude M,; observed



at a receiver s (j = 1, ..., N5) with source-to-site distance of R;;, and at frequency, f; (k =
1, ..., Ng), can be written in the form of the convolution of the main factors as Eq. (2.1):

Yi;(Moi, Rijysj, fi) = Si(Moi, fi) @ Pij(Rij, fi) ® Gi(s), fi) @ 1(fi) (2.1)

Where &® indicates convolution, S;(M;, fi) is the earthquake source spectrum, P;;(R;;, fi)
is path effects, G;(s;, fi,) accounts for site-specific site response and a frequency transfer
function I(f;) for the type of motion (displacement, velocity, acceleration, harmonic
response of a single-degree-freedom oscillator). The Source and path effects can be largely
determined using either different models or numerical estimations and the site effect is
defined as the main topic of the current Ph.D. research.

Bedrock
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Figure 2.1 Schematic illustration of the wave propagation from fault to ground surface.

The main factors that characterize a site are the geometry of the soil stratigraphy (i.e.,
thickness and lateral discontinuities of the various soil layers), the mechanical and dynamic
properties of the soil and rock materials, and the topographical conditions of the surface. In
this regard, the term “site effects” accounts for the effects of local geology and topography
in the modulation of seismic wavefield at a recording station, and via site effect estimation
we try to investigate the main characteristics of the subsoil as well as their consequences on
ground response at a site.

In general, site effects manifest in the near surface geology above the impedance contrast
between soil deposits and the underlying bedrock or stiffer stratum, where the soil deposits
act as a filter to incoming seismic waves and amplify motions having certain frequencies
(Boore 2004b). Ground motions recorded on sites classified as "soil" are often larger in
amplitude relative to those recorded on "rock" sites (Gutenberg 1957; Boore and Joyner
1997). The leading cause is that the deposits that form low-velocity layers near the Earth’s
surface trap energy, amplify or de-amplify some ranges of frequencies due to the decrease
or increase in seismic impedance, and preferentially amplify resonant frequencies. Several
researchers have shown that for layers of given thickness, the relative shaking response will
be greatest where the shallowest geologic units have the lowest impedance values and where



the impedance contrast between the surface layer and the underlying one is the greatest
(Ansal et al. 2004).

In addition to the geological effects, site amplification due to topography has been identified
in theoretical as well as empirical studies. The top of isolated hills, elongated crests, edges
of plateaus and cliffs are usually zones of amplification due to diffraction and focusing. The
main results are that the topographic amplification is maximum at the top of the hill and is
maximum at the frequency at which one shear wavelength equals the width of the hill base.
Motions on the hillsides are not amplified much, and motions around the base of the hill are
usually de-amplified with respect to motions far from the hill.

2.3 Methods to Estimate Site Effects

Due to improvement in seismic instrumentation and consequently developing high-quality
datasets, the physical concept and importance of site amplification is more and more
understood and quantified. Although the importance of site effects is clearly investigated,
there is not yet a common framework as regards to what is the best method for site effect
estimation. Over recent years, therefore, a large number of different methods and guidelines
for ground response analysis with varying degree of simplification and accuracy have been
proposed by various investigators. For instance, the European seismological study Site
EffectS assessment using AMbient Excitations (SESAME) (Bard and SESAME-Team
2005) and the North Atlantic Treaty Organization (NATO) engineering study SfP Project
980857. The desired method is principally selected according to the importance and the main
goal of the project. Generally, the site effect estimation methods are grouped in five main
categories (Pitilakis 2004): (1) experimental-empirical methods that apply recordings of
ground motion or ambient noise to estimate the basic site-specific characteristics usually in
frequency domain; (2) Empirical methods that evaluate parameters of earthquake motions
such as acceleration, velocity and response spectra based on site classification, average S-
wave velocity, topography, earthquake magnitude and existing amplification relationships;
(3) semi-empirical methods that compute time histories of earthquake motions by combining
recorded earthquake motions of smaller earthquakes as element motions (i.e. Green’s
functions); (4) theoretical (numerical and analytical) methods that use analytical and more
often numerical 1D, 2D or 3D wave propagation model; (5) hybrid methods that compute
time histories of earthquake motions by coupling a longer period component determined by
a theoretical seismic fault model with a computational seismic wave propagation model
having a shorter period component determined by a semi-empirical method. In this section,
some of the most commonly used methods that are implemented in this Ph.D. thesis are
introduced:

2.3.1 Experimental-Empirical Methods

The majority of the site effect estimation methods use seismic ground motions to determine
the main dynamic response characteristics of the site in the frequency domain. As shown
schematically in Figure 2.1 and mathematically in Eq. (2.1), the seismic ground motions
recorded at a station can be transferred in the frequency domain as the product of Fourier
spectra of the source effect, the path effect and the site effects. In order to estimate the site
effects, the source and path effects should be removed from the observed ground motions at
the selected station. With the aim of determining site effects in frequency domain,
experimental-empirical methods are built up in two major categories based on using a



“reference” motion. The “reference site” is defined as a close station free of any site-specific
characteristics (e.g., sediments or topography), mainly located on rock, with the
simultaneous recordings at the close by soil sites (Steidl et al. 1996). In other words, the
upward component of the propagating seismic waves at reference site (i.e., surface-rock-
site) can be considered the same as those at the base of the subsoil strata which theoretically
has a flat transfer function with amplitude of one.

In the current research and specifically the first paper presented in the second part of this
Ph.D. dissertation (Rahpeyma et al. 2016), two different and widely used experimental
methods have been applied: (1) The Standard Spectral Ratio (SSR) as a reference site method
and (2) Horizontal-to-Vertical Spectral ratio (HVSR) as a non-reference site method, both
of these methods are described in the following sub-sections:

Standard Spectral Ratio Technique (SSR)

One of the most common and widely used methods to characterize site effects is Standard
Spectral Ratio (SSR) method which is defined as the spectral ratio of a sedimentary site with
respect to a bedrock site (i.e., reference site) from the same earthquake and component of
motion (Borcherdt 1970). The SSR technique was initially introduced by Borcherdt (1970)
and is still one of the most commonly used and reliable approaches to investigate site
response. This technique is applicable only to cases that the data are derived from dense local
arrays with at least one station on rock outcropping conditions defined as reference station.
The SSR amplification curve as a function of frequency can be obtained using Eqg. (2.2):

A(f)soil
A(f)rock

Where A(f) denotes Fourier amplitude spectra for horizontal motions recorded on the soil
and rock sites, with the rock site being the reference site. The result of the SSR method is a
site-specific “amplification curve” which is a function of frequency and reveals both the
“predominant frequency” or f, of horizontal vibrations of the site, corresponding to the peak
in the ratio, and its amplitude, A4,.

SSR(f) = (2.2)

The reference site should fulfill at least two main following conditions: (1) First, it should
be located close enough to the examined stations to ensure that differences between
nominated stations are only due to site response characteristics and not differences in source
radiation or travel path. This is the main hypothesis in this approach that the travel path
through the Earth’s crust is essentially the same for both sites and that the reference record
is equivalent to the input motion at the base of the soil profile. Thus, the ratio of the Fourier
amplitude spectra expresses only the effect of the local soil conditions at the specific site.
(2) Second, the reference site also should not be influenced by any kind of site effects (e.g.,
geological or topographical). It should be emphasized that the choice of the reference site is
critical because the rock sites can have a site response of their own, which can lead to an
underestimation of seismic hazard when these sites are used as reference sites (Steidl et al.
1996). However, despite some criticisms and drawbacks for this approach, the SSR
technique can still be used to estimate amplification of ground motions as a function of
frequency in different geological conditions (e.g., Cranswick 1988; Boore and Joyner 1997;
Raptakis et al. 1998; Guéguen et al. 2000; Atakan 2009; Cultrera et al. 2014; Rahpeyma et
al. 2016). The SSR site effect estimate is relatively stable even if records are noisy (Field et
al. 1992; Steidl 1993).



Horizontal to Vertical Spectral Ratio Technique (HVSR)

Although SSR method is known as a common and reliable approach to retrieve information
about the shallow subsoil seismic properties which are of engineering interest, one of the
main drawbacks is that in many cases we do not have access to the simultaneous recordings
at a rock and soil sites in closely spaced array or local networks. Nakamura (1989) proposed
a non-reference site approach which entails using the spectral ratio of the horizontal to
vertical components of ground motion (see Eqg. (2.3)). The Horizontal-to-Vertical Spectral
Ratio (HVSR or H/V) also known as Nakamura’s method was first suggested by Nogoshi
and lgarashi based on initial studies of Kanai and Tanake (Kanai and Tanaka 1961; Nogoshi
and Igarashi 1970, 1971). This technique has been widely used in seismic exploration as a
practical tool to detect and evaluate of seismic amplification effects at a station.

From the experimental point of view, the HVSR method requires a three-component ground-
motion acquisition and consists in performing the ratio between its horizontal and vertical
Fourier spectrum, properly averaged on an adequate sample. The ratio can be computed by
using ground-motion acceleration, velocity, and even displacement spectra. The HVSR
amplification curve as a function of frequency can be obtained using Eq. (2.3):

A(f)y
A(fy

where A(f) is Fourier amplitude spectra from horizontal and vertical components recorded
at a specific site. Today, due to the adequate accuracy, easy and fast implementation of the
HVSR technique, it is known as the most practical tool for site effect estimations and has
attracted the attention of numerous researchers who applied the method to estimate the soil
amplification properties and the fundamental frequency (Konno and Ohmachi 1998;
Mucciarelli and Gallipoli 2001; Di Giacomo et al. 2005; Sylvette et al. 2006; Herak 2008;
D’Amico et al. 2008; Bonnefoy-Claudet et al. 2009; Gallipoli and Mucciarelli 2009;
Rahpeyma et al. 2016, 2017). In addition, many researchers have investigated the reliability
of using the HVSR technique, both numerically and experimentally, for the quantifications
of site effects (Bard 1998; Di Giacomo et al. 2005; Sylvette et al. 2006; D’ Amico et al. 2008;
Pilz et al. 2009; Rahpeyma et al. 2016).

HVSR(f) =

(2.3)

It has been well investigated that the shape of the amplification curve is firmly correlated to
the subsoil characteristics and the frequency associated to the maximum amplitude (i.e.
fundamental frequency, f;) of the HVSR curve can be a representative factor of the velocity
contrast between soil layers (Nakamura 2000, 2008; Bard and SESAME-Team 2005). The
underlying premise of the HVSR technique is that the vertical component of the ground
motion in cases where the soil stratigraphy is flat and horizontal is assumed to be free of any
kind of influence related to the site conditions at the recording site. Nevertheless, there are
different physical interpretations for the fundamental concepts of the Nakamura’s technique
(Arai and Tokimatsu 2004; Parolai et al. 2005; Arai and Tokimatsu 2005; Picozzi and
Albarello 2007; Herak 2008; D’Amico et al. 2008; Albarello and Lunedei 2010; Sanchez-
Sesma et al. 2011).

The HVSR Origins

The critical debate over the underlying theory of Nakamura’s method focuses on the
hypothesis that the obtained spectral ratio is chiefly determined by body waves that are
vertically incident with the surface (Herak 2008; Nakamura 2008), or surface-waves,
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Rayleigh and Love waves, with relevant higher modes (Arai and Tokimatsu 2004, 2005;
Lunedei and Albarello 2010).

The fact that the HVSR spectrum can be described in term of body-waves travelling along
particular patterns only is not well investigated. Although the composition of ambient
vibrations in term of the different seismic phases it is not well defined, the majority of
researchers believe that the vibrations are composed of all seismic phases travelling in the
subsoil (Lunedei and Malischewsky 2015). In fact, different experimental and numerical
results indicate that the content in different seismic phases can considerably change in
dependence on the subsoil stratigraphy and on source characteristics as well as in different
frequency ranges.

In a pioneer research study by Nogoshi and Igarashi (1970) the HVSR curves from ambient
vibrations were compared with the ellipticity pattern of Rayleigh fundamental-mode,
reckoning from the possibility of this comparison that this seismic phase plays the main role
in the ambient vibrations. Afterwards, other researchers (Lachet and Bard 1994; Tokimatsu
1997; Féh et al. 2001; Sylvette et al. 2006; Bonnefoy-Claudet et al. 2008) have emphasized
the influence of the surface-waves on HVSR spectral ratio. Likewise, Arai et al. (1996) and
Tokimatsu (1997) also showed that the HVSR amplification curves obtained from ambient
vibrations are in association with the ellipticity of the first mode of Rayleigh waves. In fact,
theoretical models (Tokimatsu 1997) and numerical simulations (Lachet and Bard 1994; Féh
et al. 2001; Sylvette et al. 2006; Bonnefoy-Claudet et al. 2008) highlighted the important
role of surface waves, especially at the frequencies larger than the resonance frequency (f;)
of the subsoil. In this assumption, surface waves play a major role in the definition of the
obtained HVSR curves (Konno and Ohmachi 1998; Fah et al. 2001; Scherbaum et al. 2003;
Arai and Tokimatsu 2004, 2005).

In contrast, Nakamura (2000) presented some arguments supporting the idea that the HVSR
is in association with body-waves and directly represents the response function for S waves
(F;(fy)) at the top of a sedimentary layer overlying a hard and rigid bedrock and the effects
of Rayleigh waves is eliminated. In the case that both soil and bedrock are characterized by
a weakly dissipative behavior, complex response function (F.(f)) (where f is the frequency)
relative to the body waves phase ¢ (S or P) vertically propagating from depth can be
computed numerically (Tsai 1970). According to Nakamura (2000) the HVSR at the
fundamental frequency can be presented as Eq. (2.4):

HVSR(fo) = |Fs(fo)| (2-4)

Recently, Herak (2008) generalized the Nakamura’s assumption by considering that the
ambient vibrations are constituted by body waves moving vertically and surface waves are
considered to play a negligible role in the observed ambient vibrations. Within his
assumption, the amplitudes of P and S phases respectively control vertical and horizontal
ground motion components. If one also assumes that impinging P and S phases have the
same amplitude in the bedrock, the HVSR at the surface is determined by the respective
amplifications of these phases induced by seismic properties of sedimentary layers overlying
the bedrock. In this position, the HVSR curve can be modeled as the ratio between transfer
functions relative to S waves (horizontal components) and P waves (vertical component) as
Eqg. (2.5)
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Fs(f)
Fp(f)

where F;(f) is the transfer function for S- and P-waves (S refers to body wave phases, i.e.
S or P). The theoretical transfer function of a set of horizontally stratified, linearly elastic
layers overlying a uniform half-space and excited by vertically incident (Figure 2.2),
transient plane waves can be modeled analytically based on the fast-recursive algorithm

proposed by (Tsai 1970), modified considering frequency dependent attenuation and body
wave dispersion (Herak 2008) as Eq. (2.6)

HVSR(f) = (2.5)

H paVea2mf) H N
Vc,a(an)l T eV, ) " lZ"f Vc,a(zfrﬂl} ¢9

where f is the frequency of the wave, H is the soft layer thickness, V, is the complex velocity
of phase c (P- or S-wave) and indices a and b respectively refer to the soft layer and bedrock
for a single-layer model of soil overlaying the bedrock (Albarello and Lunedei 2010).
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Figure 2.2 An N-Layer system under steady-state excitation (Tsai 1970).

The complex velocity, V., accounts for anelastic properties and can be defined as Eq. (2.7):

44 1
be(nf) = 1- néc 1og(]{_ef> (1 * Z_ch>

where V,° is the elastic velocity of the body-waves and f..r is a reference frequency

(considered to be 1.0 Hz in this study), and Q. is the quality factor used to account for
material damping. It should be highlighted that the transfer function in Eq. (2.7)
characterizes linear estimation of the amplification as it does not consider non-linear
behavior of soil for large seismic vibrations (Herak 2008).

(2.7)
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Comparison of HVSR and SSR Techniques

Among all site effect estimation tools SSR and HVSR techniques are well-known as the
most practical and commonly used methods to determine the main site amplification
characteristics. There are several literature references on comparative results on their
reliability and relevance in different geological conditions using different datasets. The
results of comparative investigations between SSR and HVSR techniques show good
agreement between them (Stephenson 2007; Lozano et al. 2009; Akyol et al. 2013; Panzera
et al. 2015; Rahpeyma et al. 2016; Stanko et al. 2017). Moreover, applying SSR and HVSR
methods using weak and strong motion records (i.e., ambient noise measurements and
earthquake strong-motion data) led to good agreement between techniques which validates
the use of ambient noise in the absence of seismic strong-ground motion recordings
(Rahpeyma et al. 2016).

In conclusion, both SSR and HVSR techniques are reliable in estimating the fundamental
frequency of the soil profile. However, the amplification amplitude is comparable only when
the soil layering is horizontal and there are not lateral geometrical variations. In those cases,
due the presence of inward propagating surface waves, it is expected that part of them will
affect the vertical component and hence the amplitude of the HVSR. For this reason, in cases
where the stratigraphy is not flat and horizontal, which is pertinent in many real site
conditions, the use of HVSR technique should be applied with caution, at least for the
derivation of the amplification factor at the fundamental frequency.

2.4 Engineering Applications of Local Site
Effects

Comprehensive understanding, as well as reliable evaluation, of local site effects have an
enormous influence on the precise estimate of both level and distribution pattern of ground
motions in a seismic region. Site effect can be considered as the process for estimating the
response of soil layers under earthquake excitations and thus the variation of earthquake
ground motion characteristics on the ground surface. Therefore, site factors and main soil
characteristics are required in many engineering applications such as (1) ground motion
models (GMMSs) as practical tools to estimate the level of ground shaking, (2) building
design codes and structural design criteria, (3) liquefaction studies, (4) microzonation
studies, and (5) soil classification. In this section some of the most important engineering
applications that are directly influenced by localized site conditions are discussed.

2.4.1 Ground Motion Models

Reliable estimate of the expected ground motion at a site of interest is essentially one of the
dominant parameters for seismic hazard analysis (both deterministic and probabilistic) and
earthquake risk mitigation. In the engineering practice, GMMs are essential tools to estimate
ground motion parameters (e.g., PGA, peak ground velocity, PGV, peak ground
displacement, PGD, and 5% damped pseudo-spectral acceleration, PSA). Modern GMMs
utilize mathematical-based expressions that relate strong-motion parameter of ground
shaking to different seismic parameters and quantitatively characterize the earthquake
source, path, and site (Lee et al. 2002).
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An empirical GMM generally has the form of
InY,, = f(X.5,60) + 4 (2.8)

where Y, is the observed ground motion parameters for event e and station s, f(X,s, 6)
represents the GMM, X, is the vector of explanatory parameters (e.g., magnitude, distance,
style of faulting, site conditions). @ is vector of model coefficients, and 4 is a random
variable describing the total variability of the ground motion. 4 can be decomposed into
inter-event variability, §B,, and intra-event variability, 6W,s, which are zero-mean,
independent, normally distributed random variables with standard deviations 7 and ¢,
respectively (Al Atik et al. 2010):

InY,s = f(Xe5,0) + 6B, + W, (2.9)
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As illustrated in Figure 2.3, the inter-event residuals (also known as between-event residual,
or event term), 6B,, denotes the average shift of the observed ground motion from an
individual earthquake, e, from the population median predicted by the GMM. The inter-
events residual represents average source effects (averaged over all directions) and reflects
the influence of factors such as stress drop and variation of slip in space and time that are
not captured by the inclusion of magnitude, style of faulting, and source depth. The intra-
event residual (also called within-event residual), 6W,,, is the misfit between an individual
observation at station s from the earthquake specific median prediction, which is defined as
the median prediction of the model plus the inter-event term for earthquake e. The intra-
event residual represents azimuthal variations in source, path, and site effects reflecting the
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influence of those factors such as crustal heterogeneity, deeper geological structure, and
near-surface layering that are not captured by a distance metric and a site-classification based
on the average shear-wave velocity.

The GMM, f(X,,, @), is a mathematical equation that relates a given strong-motion
parameter to one or more parameters of the earthquake source, wave propagation path and
local site conditions, collectively referred to as seismological parameters. Eq. (2.10)
represents the most fundamental and commonly-used mathematical form of a GMM in
logarithm form:

f(X,5,0) ~InY,o = c; + c;M, — c3InR,5 + ¢, F, + ¢S, (2.10)

where InY, is the natural logarithm of the strong-motion parameter of interest (e.g., PGA,
PGV, and PSA), M, is earthquake magnitude, R, is a measure of source-to-site distance, F,
is a parameter to characterize type of faulting, S is a parameter to characterize the local site
effects, and ;s are constant coefficients which can be obtained by regression analysis.
During recent decades, many researchers have focused on physically quantifying the
properties of the earthquake source, propagation path, and local site responses to develop the
new generation of GMM which are used to predict the expected peak ground parameters
along with the model variabilities. However, during recent decades, more complicated
models such as NGA-West1 (Power et al. 2008) and NGA-West2 (Stewart et al. 2015) have
been proposed that more complex GMMs, with the aim of increasing the accuracy and
reliability of the prediction. These mathematical expressions can be physically explained in
earthquake seismology (Lay and Wallace 1995).

In GMMs, localized site effects or site amplifications mainly reflect the type of deposits that
lie under station and are commonly designated in GMMs in terms of surface and near-surface
geology, shear-wave velocity (Vs), and sediment depth (Lee et al. 2002). The shear-wave
velocity and sediment depth are often used because they can directly influence the dynamic
response of the underlying subsoil structure subjected to vertically propagating body waves
or horizontally propagating surface waves.

2.4.2 Building Design Codes

The specific-site site amplification is also of paramount importance in structural design
criteria. The primary objective of seismic resistant design is to ensure life safety of a
structure’s occupants during and after a seismic event (i.e., collapse prevention). Building
and seismic design codes, such as the 1997 Uniform Building Code (UBC), the 1997
National Earthquake Hazard Reduction Program (NEHRP) Recommended Provisions for
Seismic Regulations for New Buildings and Other Structures (Building Seismic Safety
Council, BSSC 2003; Boore 2004a), and the Eurocode 8 (EC8) (European Committee for
Standardization 2003) take site condition into account. In all the above-mentioned building
codes Vg3, parameter, i.e., the average shear-wave velocity in the upper 30 m of a site profile
is considered as the primary proxy for grouping sites into different classes for the purposes
of incorporating local site conditions in the estimation of strong ground motion (Borcherdt
1992, 1994; Castellaro et al. 2008). As an example, NEHRP presents the minimum
recommended requirements necessary for the design and construction of new buildings and
other structures to resist earthquake ground motions throughout the United States. As can be
seen in Table 2.1, NEHRP proposes six site classes which are a function of Vgs,.
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Table 2.1 Site Classes Defined in the NEHRP

<:S|'§§s Soil Profile name Vizo (MVS) Ngpy Shl::fg'rgfgth
A Hard Rock > 1500
B Rock 760 — 1500
C Very Dense Soil and Soft Rock 360 — 760 > 50 bpf~ > 100 kPa
D Stiff Soil 180 — 360 15 =50 bpf 50 —100 kPa
E Soft Soil <180 < 15 bpf < 50 kPa
F Soil Requiring Site-Specific Evaluation

* blows per foot (bpf)

2.4.3 Liquefaction Evaluation

The importance of site effect is also highlighted in liquefaction studies. Soil liquefaction is
a natural phenomenon in which a saturated sandy soil behaves like a liquid in response to
applied force due to losing contact between soil particles. Ground vibrations caused by
earthquake or other sudden change in stress condition lead to soil liquefaction mainly in
saturated, low density, un-compacted, and sandy soils. The extreme influences of
liguefaction were highlighted after the 1964 Niigata earthquake, 1964 Alaska earthquake,
and 2010-2011 Canterbury earthquake sequence (CES). During the 1989 Loma Prieta
earthquake, soil liquefaction resulted in severe damage across San Francisco’s Marina
District. Hence, evaluation of the liquefaction resistance of soils has become an important
and vital requirement in many geotechnical investigations and building codes in earthquake-
prone regions.

Although there are various correlations have been developed relating soil resistance to
liguefaction triggering and in situ test metrics (e.g., normalized standard penetration test,
SPT, blow count; normalized cone penetration test, CPT, tip resistance; equivalent
normalized SPT blow counted determined using a Becker hammer test, BHT; and
normalized small strain shear-wave velocity, Vs), only shear-wave velocity test provides a
metric that is a fundamental soil property and not an index metric. Also, it is less sensitive
to problems of soil compression and reduced penetration resistance when soil fines are
present, compared with SPT and CPT penetration methods (Kayen et al. 2013). In
liguefaction assessments, Vs is considered an important indicator of soil capacity to resist
permanent deformations and the rise of elevated pore fluid pressures.

2.4.4 Microzonation Maps

Key to microzonation for earthquake risk mitigation is the multidisciplinary contributions
from the fields of geology, seismology, geophysics, geotechnical and structural engineering.
Different zones can be delineated with respect to selected parameters to provide city planners
with some guidelines for specifying population and building density, and more specifically,
building characteristics. All of these analyses have to be considered within a probabilistic
framework in order to account for all possibilities that may arise due different earthquake
source mechanisms, which will have relevant exceedance probabilities (risk) that are suitable
for the purpose. Geological formations, local site classification, equivalent shear wave
velocity, spectral acceleration, spectral amplification and their variation are some of the
parameters studied during seismic microzonation. A consistent approach has to be
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implemented to assess each parameter with respect to all other parameters. Even though
seismic microzonation contains important information for city and urban planning,
considering different structures with different functions, site-specific studies need to be
performed at each site to evaluate the effects of local soil conditions (Ansal et al. 2004).

2.4.5 Correlation between Shear-wave Velocity and
HVSR

Over the last decade, the agreement between site classification and HVSR results have been
explored. Zhao et al. (2006) investigated the correlation between HVSR curves and Vs
profiles for the classification of seismic stations; they introduced an empirical site-
classification method based on the mean HVSR amplitudes across all periods for strong-
motion stations in Japan. Later, Fukushima et al. (2007) examined the impact of the site
classification on empirical ground-motion models using the similar approach based on
HVSR. Finally, Sokolov et al. (2007) studied a more complex behavior of sites grouped
under the NEHRP B class by means of HVSRs measured at sites of the Taiwan strong-
motion network observing several cases of amplification.

2.5 Estimates of Shear-wave Velocity (V;)

Shear-wave velocity (Vs) is known as a practical indicator of the dynamic properties of the
soil which can be related to the soil properties using Eq. (2.11)

Gmax = P-Vs (2.11)

where G, IS the small-strain shear modulus and can be measured in the laboratory, p is the
total unit weight of the soil divided by acceleration due to gravity (9.81 m/sec?) (Kramer
1996). The most common approach to quantitatively classify site conditions is by Vg3, (m/s),
which is calculated as Eqg. (2.12)

Vean = —=2 ¢
30 = TR (2.12)

where h; and V;, denote the thickness and Vs for the i-th formation or layer, and N is the total
number of formations or layers in the upper 30 m of the profile. The summation in the
numerator must equal 30 meters. In a pioneering study, Borcherdt (1994) characterized site
conditions for a large number of strong-motion station sites in terms of Vg3,. Although there
are strong debates of practicality and reliability of the Vg5, as a proxy to predict local site
amplification (Castellaro et al. 2008; Kokusho and Sato 2008; Lee and Trifunac 2010;
Héloise et al. 2012), it has become a standard and widely used proxy to characterize site
response in many of ground motion models and site classification schemes. Thus, the
accuracy of shear-wave velocity estimation has become an important topic of research.
Estimating the main properties (e.g., thickness and shear-wave velocity of layers) of the
subsoil properties is one of the main objectives of this Ph.D. research and the topic of the
fourth paper in this dissertation (Rahpeyma et al. 2018b).

Approximating the shear-wave velocity structure can be accomplished using a variety of
either invasive or non-invasive processing tools. The classical in-situ methods usually
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require more time and relatively expensive tools such as borehole drilling to investigate the
key soil properties and consequently approximate the profile (Kramer 1996). Although the
in-situ material testing can provide the most detailed and accurate information with
reasonable resolution between closely spaced boreholes, it would be rather expensive and
time-consuming to amass the measurements to cover the whole area under study; therefore,
these methods are primarily recommended for projects of relative importance. Contrary to
the in-situ measurements, non-invasive techniques have long been recognized as functional
and cost-efficient alternatives to obtain shear-wave velocity profiles. Sections 2.5.1 and 2.5.2
describe invasive and non-invasive methods, respectively.

In either invasive or non-invasive estimation methods there is uncertainty associated with
the resulting Vs profiles. There are two different types of uncertainties related to site response
estimates: (1) aleatory variability, and (2) epistemic uncertainty. In terms of Vg, the aleatory
variability results from the variability (randomness) associated with the subsurface layering
and stiffness across the subsoil strata. Thus, aleatory variability is linked to the horizontal
and vertical spatial variability of Vs. If limited Vg data exists spatially, it is hard to
realistically quantify aleatory variability and assumptions must be made. On the other hand,
the epistemic uncertainty results from data uncertainty and/or a lack of scientific knowledge.
Thus, even for a single location, epistemic uncertainty in Vg exists due to factors such as
vertical sampling interval and method of data analysis/interpretation. Currently, epistemic
uncertainty in Vg is rarely quantified by those performing either invasive or non-invasive
testing. Rather, a single, deterministic Vg profile is typically provided for a single testing
location without consideration of data uncertainty. This results in the need to make
assumptions about the epistemic uncertainty in V.

2.5.1 Invasive techniques

The invasive (in-hole or in-situ) techniques, used to obtain subsoil properties (e.g., P-wave
velocity, S-wave velocity, density, and thickness of layers) in different depths, are based on
performing local drilling and in-situ sampling in several depths inside the medium. The most
commonly used in-situ methods to measure shear-wave velocity are cross-hole logging,
down-hole logging, suspension logging, and seismic CPT (SCPT). The SCPT is a modified
down-hole measurement in conjunction with the conventional CPT. The SCPT has become
more common and preferable in recent years because it is a relatively rapid and cost-effective
method of measuring shear-wave velocity in soils. However, it is worth mentioning that the
laboratory tests following in-situ sampling (e.g., the small-strain shear modulus obtained via
penetration-based methods) can be strongly affected by disturbance induced by sampling
and reconsolidation in laboratory.

2.5.2 Non-invasive techniques

Contrary to the invasive methods that require the placement of receivers into the medium,
for non-invasive techniques the instruments can be located on the ground surface without
drilling boreholes. Hence during recent decades, implementing different theoretical and
numerical algorithms based on wave propagation have been dramatically developed to infer
subsoil properties (Bard 1998; Garofalo et al. 2016a, b). A lot of non-invasive techniques
use microtremors or ambient vibrations to infer subsoil properties. Microtremors, i.e., high
frequency vibrations (> 1 Hz), are mainly associated to human activities. The availability
of the ambient noise measurements leads to a large number numerical and experimental
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studies to obtain shear-wave velocity models. Principally, the microtremor array method
(Aki 1957; Asten and Henstridge 1984) implements simultaneous recordings of ambient
noise to determine phase velocity dispersion of Rayleigh surface waves travelling across an
array of seismic sensors.

Dispersion Curve based Methods

The use of surface-waves to characterize subsoil structure and obtain near-surface properties
was firstly introduced by inverting surface-wave phase velocity dispersion data (Ewing et
al. 1957; Dorman et al. 1960; Brune and Dorman 1963; Knopoff 1972). There are many
different algorithms that have been utilized to perform surface-wave inversion namely
Multilayer dispersion computation, Least square curve fitting, Knopoff’s method, Direct
search algorithm, High frequency Rayleigh wave inversion, Refraction microtremor method.

The first surface wave method (SWM) with the aim of site-specific characteristics estimate
was developed in Germany in 1930s. In this technique the deformed shape of ground surface
was measured during an induced vibration using a vertical harmonic excitation. After data
collection the dispersion curve versus frequency was calculated and inverted to determine
the Vs profile. Afterwards, in a pioneering experiment, Brune and Dorman (1963) used a
“two-station” technique in which the phase wvelocity was computed from the phase
differences up to an arbitrary integer for two stations located at distance (Brune and Dorman
1963; Knopoff 1972). However, a significant progress in the surface-wave methods occurred
in the early 1980s, with the introduction of the Spectral Analysis of Surface Wave (SASW)
method (Nazarian et al. 1983; Stokoe and Nazarian 1983). In the SASW technique the main
focus is on analyzing the surface-wave (predominantly Rayleigh waves) dispersion
relationship to produce near-surface Vg profiles. In this method a pair of vertical low-
frequency (i.e., 1-2 Hz) geophones is coupled to the ground surface for recording the surface
vibrations generated by either an impulsive source (e.g., hammer or drop weight) or a
vibratory source (e.g., portable electromechanical shaker), located on the extension of the
straight line defined by the two receivers and at a specified distance from the first receiver
(Pelekis and Athanasopoulos 2011). After proposing the SASW method, the next major
progress in SWM framework was introduced in the late 1990s and early 2000s and called as
Multichannel Analysis of Surface Waves (MASW) (Park et al. 1999). In the MASW
technique a group of geophones is installed for measuring either active or passive surface
vibrations in a limited region. Instead of measuring phase differences of surface-wave
arrivals at the receivers in SASW method, in the MASW method a dispersion image is
constructed by transforming the time-space domain into a different domain (e.g., frequency-
wavenumber domain or frequency-phase velocity domain) (Pelekis and Athanasopoulos
2011). Inthis technique the inversion of dispersion data is typically based on the fundamental
mode of wave propagation, although it is possible to jointly invert two or more modes.

The SWMs are defined based on the analysis of the geometric dispersion of surface-waves
(dispersion-based methods). The dispersion curve depends strongly on the S-wave velocity
profile of the subsurface; hence Vg profiles may be estimated by inverting measured
dispersion curves. The procedure consists of estimating the dispersive characteristics at a
receiver, by means of acquisition and processing of seismic data, and finally inverting these
data to estimate the subsoil properties. In addition to cost efficiency of SWMs there are many
advantages of using surface waves to image the subsurface structures. For instance, surface-
wave inversion more capably images low-velocity zones while refraction methods cannot
see low-velocity zones because such a zone would bend the traversing wave deeper instead
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of towards the surface. The disadvantages of SWMs are intensive computation of data
processing and inversion of the experimental data required, as well as the influential a priori
assumptions that need to be made (Scherbaum et al. 2003; Molnar et al. 2010; Garofalo et
al. 20164, b). In addition, surface-wave inversion is characterized as non-linear and ill-posed
problem which can be strongly affected by solution non-uniqueness (Luke et al. 2003;
Scherbaum et al. 2003; Foti et al. 2009; Teague and Cox 2016). In other words, several
different S-wave velocity profiles can be found having an equally good agreement with the
experimental model. Consequently, this significant ambiguity in the final Vg structure using
dispersion curve inversion methods.

Non-dispersion Curve based Methods

Many researchers have investigated the reliability of using ambient noise, both numerically
and experimentally, for the quantifications of site effects (Bard 1998; Di Giacomo et al.
2005; Sylvette et al. 2006; D’ Amico et al. 2008; Pilz et al. 2009; Rahpeyma et al. 2016). It
is well investigated that in the absence of earthquake strong-motion recordings,
microseismic data can be easily obtained and provide additional constraints and spatial
resolution of site effects via HVSR method. Since the shape and form of amplification curves
are associated with the subsoil characteristics, the frequency associated with the maximum
amplitude of the HVSR curve is representative of the velocity contrast between soil layers
(Nakamura 2000; Bard and SESAME-Team 2005; Nakamura 2008). Hence, despite a wide
debate over basic physical interpretations, by and large the HVSR method is considered a
reliable and practical tool to obtain Vg profiles (see section 2.3.1). In 2008, Herak introduced
a new methodology to retrieve S-wave velocity model without engaging the dispersion
curves (Herak 2008). The proposed technique is based on using Monte Carlo search in model
space (i.e., subsoil properties such as thickness, h, velocity of propagation of the body wave,
Vp and Vs, density, p, frequency dependent Q-factor for P- and S-wave, Qp, and Q) to
minimize defined misfit function to invert the experimental ambient noise HVSRs. In this
study, computing theoretical transfer functions of layered soil models are based on the fast-
recursive algorithm proposed by Tsai (1970) modified to take frequency-dependent
attenuation and body-wave dispersion into account (Herak 2008).

2.5.3 Inversion Strategies to Estimate V; Profiles

S-wave velocity estimates from inversion of microtremor dispersion data must be shown to
be reliable and their uncertainties understood to be used with confidence for seismic design
purposes (Molnar et al. 2010). Therefore, different approaches have been proposed and are
commonly used to invert the experimental dispersion curve. Most of these methods are
defined based on deterministic inversion techniques (i.e., linearized inversion techniques),
with some differences in the data concerned, the model parameters, the computation of the
partial derivatives, the inversion algorithms, the use of constraints, and etc. (Socco and
Boiero 2008). However, a major criticism of SWMs is that the inversion of the dispersion
curve is a non-linear problem and the solution is non-unique, with a wide range of Vg models
that can reasonably fit the data. This can lead to a certain level of ambiguity in the final
shear-wave velocity profile, which is then used in modeling the site seismic response.

Although many researchers proposed different methods to invert microseismic array
dispersion data by minimizing the data misfit, only a few of them consider qualitative
uncertainty analysis. On the one hand, local-search (LS) techniques are defined based on
local derivative approximations (Menke 1989) evaluated by the best data fitting model, and
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hence they become less accurate as the data—model relationship becomes strongly non-
linear. Shapiro (1996) showed that the solutions obtained from classical surface-wave
inversion schemes (e.g., least-square, LS, algorithms) are too restrictive and uncertainties
are not correctly estimated. The Vg profile selected by LS methods is only one of the possible
solutions. The result is very sensitive to the initial model, and the inversion process can
easily be biased by wrong choices in terms of model parameterization that lead the solution
into local minima (Luke et al. 2003; Wathelet et al. 2004). On the other hand, many of the
recent studies have included plotting all models considered in the misfit-minimization
procedure colored according to misfit (Giulio et al. 2006; Roten and F&h 2007), plotting a
subset of the models based on an arbitrary misfit threshold (Wathelet 2008; Foti et al. 2009),
plotting a subset of models which achieve a misfit within an arbitrary level (e.g., 10%) of
the best-fit model (Parolai et al. 2007), and plotting the lowest misfit models from multiple
inversions of the same data together with their average (Kind et al. 2005). However, it should
be noted that quantitative uncertainty estimation needs not only a non-linear inversion
approach that draws models proportional to their probability, but also rigorous estimation of
the data error statistics and an appropriate model parametrization. In 2006, the 3™
International Symposium on Effects of Surface Geology on Seismic Motion investigated the
ability of the microtremor array methods to determine the subsoil structure by conducting a
comprehensive noise-blind test. They found that fine-layering and basement depth and
velocity were almost never retrieved (Cornou 2006). Hence, a critical issue identified for
improvement of microtremor inversion was quantitative and meaningful evaluation of
confidence intervals on Vg profiles.

To overcome the inversion problems many researchers have tried to propose more
constrained and reliable outlines in order to overcome the ill-posed problem of inversions.
In recent years, the Bayesian approach has gained favor as the advantages of its greater
power are recognized in many geological applications. As an example, Molnar et al. (2010)
implemented non-linear Bayesian inversion with evaluation of model uncertainties and
model parametrizations to produce the most probable model of the subsurface Vg profile
together with quantitative uncertainty estimates from microtremor array dispersion data.
Applying Bayesian inversion of microtremor array data at two nominated stations in British
Columbia with high seismic hazard in Canada confirmed the practicality of the Bayesian
inversion to estimate the most probable family of Vg profiles.

Bayesian Inference

Bayesian statistical modeling presents a well-defined framework based on the Bayes
theorem which attempts to statistically update observed data and make inference in the light
of the observations (Gelman and Rubin 1992; Diggle et al. 1998; Berger 2013; Congdon
2014; Gelman et al. 2014). The Bayesian methodology principally differs from the classical
frequentist methods in that all of the unknown parameters in the underlying probability
model are treated as random variables, in contrast to unknown constants. In addition,
Bayesian inversion maps the distributions of data uncertainty into parameter distributions
and therefore the solution of the Bayesian inversion can be obtained and presented in terms
of properties of the posterior probability density of the unknown model parameters that
represents optimal parameter estimates (e.g., the mode of the posterior probability
distribution).

A preferable model incorporates a priori knowledge about the model parameters through
prior distribution. As can be seen in Eq. (2.13), the basic concepts of the Bayesian inference
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can be described in mathematical terms. The inference for the model parameter vector 0 is
based on the data y which contains information about @ through the sampling distribution,
denoted by m(y|@), also known as likelihood function. The prior density, denoted by ()

describes probabilistically @ssumptions about & and is another important component in the

inference scheme. The posterior density, denoted by 7(8|y), represents the knowledge about
theta after seeing the data, and can be thought of as an update of the prior density. It is given

by

n(0ly) = % (2.13)

where m(y) represents the marginal density function of the data, y, which is independent of
parameters 6:

n(y) = f 7 (y|0)7(6)d6 (2.14)

Since we are often unable to evaluate the integral of Eq. (2.14) analytically, we mainly
consider a numerical approximation method instead and Eq. (2.13) can be expressed as Eqg.
(2.15):

n(6]y) o« n(0)n(y|6) (2.15)

In general, computing these properties requires optimizing and integrating the posterior
probability density, which must be carried out numerically for nonlinear problems (Molnar
and Cassidy 2006).

Markov Chain Monte Carlo (MCMC) Algorithm

There are several different numerical techniques that have been proposed to construct and
sample from arbitrary posterior distributions and can be applicable to almost any Bayesian
problem. Markov chain simulations, also called Markov chain Monte Carlo (MCMC)
methods, are used to simulate samples, 8, from a posterior distribution with the desired (true)
posterior distribution, (8|y) (see e.g., Brooks 1998; Gilks 2005; Gelman et al. 2014). The
key motivation behind the MCMC is that they perform an intelligent search within a high
dimensional space and thus Bayesian Models in high dimensions become tractable. The
Markov chain sampling is performed in a sequence based on the distribution of the sampled
draws and depending on the last value drawn. In this regard, Markov chain is a sequence of
random variables 6, 82, ..., where for any k, the distribution of 8% given all previous 8’s
depends only on the most recent value 8%=1. This procedure is often carried out by the use
of the Gibbs sampling algorithm (Geman and Geman 1984; Casella and George 1992) and
the Metropolis-Hastings algorithm or Metropolis algorithm (Metropolis et al. 1953; Hastings
1970), which are both outlined in the subsequent sections.

Gibbs Sampling

The Gibbs sampler, also known as alternating conditional sampling, is a particular MCMC
sampling algorithm considered to obtain samples from a joint distribution of
multidimensional random variable (Casella and George 1992; Gelman et al. 2014). The
Gibbs sampler is the simplest of the Markov chain simulation algorithms, and it is our first
choice for conditionally conjugate models, where we can directly sample from each
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conditional posterior distribution. Since the Gibbs sampler can be defined in terms of sub-
vectors, it is suited for obtaining samples from the posterior distribution of a given multi-
parameter Bayesian model. The mathematical formulation of the Gibbs sampler, as designed
for Bayesian inference, is as follows. Assume 6 denotes a vector of unknown model
parameters, 6 = (61,62, ...,Oj), of a given multi-parameter Bayesian model that can be
divided into J sub-vectors or components; therefore, there are J steps in iteration k (for total
K iterations). The corresponding joint posterior density function is represented by m(0]y).
At each iteration, the Gibbs sampler cycles through the sub-vectors of 8 and draws samples
from conditional posterior distribution of the sub-vectors of @ conditioned on the latest
values of other sub-vectors of 8. This scheme generates a Markov chain consisting of
samples of @ obtained in every iteration, that can be shown to converge to the target posterior
density (8|y). The standard Gibbs sampler based on total K iterations with target posterior
density of (8]y) can be mathematically formulated as following steps (Gelman et al. 2014):

Initialize the Markov chain, by choosing an arbitrary
starting value 68° such that m(8°y) >0

for k=1,..,K—1
for j=1,..,]
sample 0;k+1)from 7'[(0]-| y, 05+, 011,05, 4, ...,0}‘)
end

end

Metropolis and Metropolis-Hasting Algorithm

The Metropolis-Hastings algorithm is one of the most practical and commonly used Markov
chain Monte Carlo simulation methods for obtaining a sequence of random samples from a
probability distribution. (Metropolis et al. 1953; Hastings 1970; Gelman et al. 2014). It also
can be considered as an extension to the Gibbs sampler which is highly practical for sampling
from multi-dimensional distributions. An appropriate selection of a proposal distribution for
MCMC methods, for example for the Metropolis-Hastings algorithm, is well known to be a
crucial factor for the convergence of the algorithm.

The Metropolis algorithm is an adaptation of a random walk with an acceptance/rejection
rule to converge to the specified target distribution. The algorithm proceeds as follows
(Gelman et al. 2014)

1- Draw a starting point of vector parameter 8°, for which 7(6°|y) > 0
2- At step k

a) Sample a proposal value 8* from a proposal distribution conditioned on the previous
iteration i.e. q(@*|@%=1). For the Metropolis algorithm (but not the Metropolis-
Hastings algorithm), the jumping distribution must be symmetric, satisfying the
condition that q(8*|6%) = q(6%|6*),

b) Calculate the ratio of the densities,
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(6 I)’)} (2.16)

‘(6% y)

c) Sample u; from uniform density on [0,1]. Accept or reject the proposed values of
model parameters according to:

r= min{l

01 if r<ou
ok = (2.17)
o if r>u

However, it should be noted that the MCMC estimate of model parameters using Metropolis
steps can lead to inefficient and unreliable estimate due to (1) the jumps are short that cause
the simulation moves very slowly through the target distribution, and (2) the jumps are
almost all into low-probability regions of the target density, causing the Markov chains to
remain steady and not progressive. However, it is always possible to improve the mixing
simulation by properly adjusting the jumping distribution.

Computational Efficiency Assessment

Although the MCMC algorithms essentially ensure the convergence of simulation process
to the target density, it is absolutely necessary to check the convergence of the simulated
sequences once the simulation algorithm has been implemented and the simulations drawn.
In general, fast convergence and low dependence between successive samples lead to higher
quality of MCMC chains. There are several diagnostic techniques to qualify the MCMC
chains and obtain the rate of acceptance. The convergence diagnostics tools which are
normally used for assessing computational efficiency of MCMC chains are the following:

Trace plots: Atrace plot is a plot of an MCMC simulation, in which the value of the MCMC
chain is plotted as a function of iterations. By visual inspection of the trace plots, it is possible
to identify if and where the MCMC chain gets stuck in the same value for many consecutive
iterations. If the MCMC chain does get stuck, that indicates low computational efficiency.

Gelman-Rubin statistic: Gelman and Rubin (1992) proposed a metric for assessing
convergence of iterative MCMC simulations. The Gelman—Rubin statistic is evaluated from
the m simulated MCMC chains, which have different initial values and have been simulated
independently of each other. The algorithm for calculating the Gelman—Rubin statistic is
thoroughly outlined in Brooks and Gelman (1998). The Gelman—Rubin statistic can be
interpreted as follows. A Gelman-Rubin statistic close to 1.00 suggests that the MCMC
simulations are close to the target distribution. In most practical cases, values below 1.05 are
acceptable. However large values of the Gelman—Rubin statistic, typically greater than 1.10,
indicate that the simulations have not converged to the target density. Gelman-Rubin plots
are plots where the Gelman-Rubin statistic is plotted as a function of iteration. These plots
can be used as a visual tool for assessing the rate of convergence of the given MCMC chain.

Autocorrelation: The dependence between successive samples of the Markov chain is
evaluated with its autocorrelation which is estimated with the sample correlation. The j-th
lag autocorrelation, p;, is defined as the correlation between every j successive draws. The

j-th lag autocorrelation of a MCMC chain {6, }¥_, can be estimated with Eq. (2.18):
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(6 = 0)(Bks; — 6)

. - (2.18)
Pi K_ (6, — 0)?

where 8 = K-t YK . 6,. How the j-th lag autocorrelation decreases as function of lag k
yields insight into the computational efficiency of the MCMC sampler. That is, the j-th lag
autocorrelation decreases rapidly if the MCMC algorithm is computationally efficient.
However, high j-th lag autocorrelation for relatively high values of j indicates poor
computational efficiency. Autocorrelation plots, which are plots showing the j-th lag
autocorrelation as a function of lag j, are useful visual diagnostics tools for assessing the
behavior of the autocorrelation.

Effective sample size: The quality of a simulated MCMC chain can be assessed through its
effective sample size, which is an estimate of the equivalent number of independent
iterations in the simulated MCMC chain.

Proposal Densities and Efficiency

The choice of proposal density is highly effective for MCMC algorithms. Applying an
inappropriate density function can lead to bad mixing and slowly converging MCMC chains.
Hence, designing a competent proposal density is vital when implementing the MCMC
algorithm in practice. Many researchers offer practical guidelines for designing an efficient
proposal density. In general, the efficiency and applicability of the proposal density function
can often be controlled through the acceptance probability, r, or the expected acceptance
ratio E[r] of the MCMC chain. In this regard, various performance of the acceptance rate is
expected for optimum computational efficiency is expected due to the class of MCMC
algorithms. This in turn, leads to guidelines for tuning the proposal densities for optimal
efficiency.

Random walk proposal: If the MCMC chains show high acceptance ratio, the proposed
values tend to be close to the current value of the chain. In other words, the walking space
is too narrow, and the model parameter cannot properly explore the model space of the
posterior density. Accordingly, in each iteration the Markov chain will take too small steps
(i.e. jumps). This phenomenon can lead to high autocorrelation MCMC chain, and therefore
reduces computational efficiency. Despite of high autocorrelation chains, when the
acceptance rate is too low, the proposed draws take large steps from the current positions in
the chain but are frequently rejected by the MCMC algorithm. This results in the chain
getting stuck in the same state for many iterations, which reduces computational efficiency.
Roberts et al. (1997) confirmed that the optimal acceptance rate for random walk proposals
is 44% when the 6 is a scalar and 23% when it is a multidimensional.

In practice, random walk proposal densities are tuned to achieve the desired acceptance rate
for computational efficiency. An example of a random walk proposal for a target density
m(8|y), which is tuned for computational efficiency, is given in Roberts et al. (1997). That
is, a proposal density based on the Gaussian distribution centered on the last draw of 8 with
a covariance matrix c(—H)~! where H is the Hessian matrix of log(8|y) evaluated at the
mode 8, and ¢ = 2.382/dim(@). The Hessian matrix is defined as a square matrix of
second-order partial derivatives of a scalar-valued function and can be presented here as Eq.
(2.19) that is:
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H = V?log 7T(9|Y)|9=90 (2.19)

where V2 is the second derivative operator for a multivariable function. Consequently, the
resulting proposal density is

q(0*10%~1) = N(9"|0%~1, c(—H)™). (2.20)

The scaling parameter ¢ can be shown to yield optimal acceptance rates in a particular large
dimension scenario (Roberts et al. 1997).

2.6 Quantifying Site Effects

Many seismic loss problems, e.g., disruption of spatially distributed infrastructure, are highly
dependent upon the regional distribution of ground motion intensities. As discussed in
section 2.4.1, the GMMs are the simplest and most common tools in engineering practice to
quantify the systematic dependence of the frequency dependent earthquake ground motion
amplitudes. Current needs of the site-specific hazard and risk analysis for critical facilities
in conjunction with the accumulation of the observed records provide the impetus to develop
site-specific GMMSs in which earthquake ground motion amplitude is decomposed. In
general, empirical GMMs are constructed by fitting a regression formula (e.g., by means of
least-square method) of a particular functional form to available observations of peak-
parameters evaluated from recordings of earthquake ground motion. The variability of the
recorded earthquake ground motion amplitude across a region arises from different sources,
such as earthquake rupture, seismic wave propagation path, and local site effects. Due to the
vital effects of variability of GMMs on seismic hazard and seismic risk assessment, many
researchers decompose the observed ground motion parameters as a reliable approach to
estimate the associated variabilities.

2.6.1 Variabilities in Ground Motion Models

It has long been known that the reliability of the variability of ground motion amplitude
plays an important role in a precise seismic hazard assessment. Commonly, the random
variability of ground motions is divided into two components: (1) aleatory variability (i.e.,
natural randomness in in a process) and (2) epistemic uncertainty (i.e., limited knowledge or
data of the system). The aleatory variability in ground motion prediction accounts for the
apparent randomness in observed motions with respect to the predictive model and is
interpreted as being inherent variability that cannot be reduced without changing the
predictive model. This is contrasted with epistemic uncertainty, which is the component of
the ground motion prediction that results from incomplete knowledge of the earthquake
process and which can therefore, in theory, be reduced through the acquisition of additional
and better data (Bommer and Crowley 2006). Since reduction of standard deviation is a
critical issue in seismic hazard mitigation studies, especially at low probability levels
(Atkinson 2006), many researchers put their efforts to decrease the uncertainty by improving
physically justified GMMs. However, use of even more complicated functional forms of
GMMs over the last 50 years (Abrahamson and Shedlock 1997; Abrahamson et al. 2008;
Douglas and Aochi 2008; Strasser et al. 2009), has not changed the total uncertainty
considerably. On this note, investigation of the main sources of variabilities associated with
attenuation relationships and any logical physical and theoretical interpretation that could
influence the possible variability are a challenging research topic, with important
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implications for critical structures in engineering seismology (Bommer et al. 2004; Bommer
and Abrahamson 2006; Atkinson 2006; Kowsari et al. 2017). During recent decades, many
researchers have tried to split up the variabilities into independent terms and quantify the
relative contributions of each to the overall variability (Joyner and Boore 1981; Fukushima
and Tanaka 1990; Abrahamson and Youngs 1992; Bommer and Crowley 2006; Douglas and
Gehl 2008; Kuehn and Scherbaum 2015). The objective is to separate the variations in
amplitudes in order to find more reliable inference of source, station, and path effects.

The basic partitioning of the source (inter-event) effects from the site and path (intra-event)
effects can be considered in relation to a median, reference GMM (see Figure 2.3). The inter-
event and intra-event standard deviations of the ground-motion model represent the
earthquake-to-earthquake variability and record-to-record variability, respectively. The
inter-events and intra-event residuals are uncorrelated, so the total standard deviation of the
ground-motion model, a, can be written as Eq. (2.21):

o =.1%+ ¢? (2.21)

It has been recognized that the variance can be further partitioned to account for repeatable
source, path, and site effects (Anderson and Brune 1999; Al Atik et al. 2010). Hence the
total variability becomes:

o= \[TZ + 2,5 + P (2.22)

in which t, ¢s,s, ¢ss are the standard deviation of event effects, station effects and event-
station effects, respectively. T encodes differences of a particular event from the mean of all
events (such as a deviating stress drop), whereas ¢s,s and ¢gs are due to differences in the
site and path related aspects, respectively.

The unknown effects and associated variabilities can be approximated using parameterized
empirical models (e.g. Chin and Aki 1991; Boatwright et al. 1991; Moya et al. 2000;
Shabestari et al. 2004; Ortiz-Aleman et al. 2017) or empirical techniques (e.g. Aki 1957;
Borcherdt 1970; Nakamura 1989; Bard 1998).

2.6.2 Classical techniques

The empirical equations for predicting strong ground motion are classically fit to the strong-
motion data set by the method of ordinary least squares (LS). Campbell (1981) used
weighted least-squares (WLS) in an attempt to compensate for the nonuniform distribution
of data with respect to distance. Fukushima and Tanaka (1990) introduced a two-stage
regression method designed to decompose the determination of the magnitude dependence
from the determination of the distance dependence. They implemented the proposed method
on the Japanese peak horizontal acceleration data set and compared results with those from
one-stage ordinary least squares. They showed that the one-stage ordinary least-squares
results were seriously in error. They attributed the error to the strong correlation between
magnitude and distance and the resulting trade-off between magnitude dependence and
distance dependence. Nonetheless, Joyner and Boore (1993) found both one-stage and two-
stage methods have comparable variabilities. Later, Boore et al. (1997) used the same two-
stage regression technique to decouple the components. The correct distance dependence,
given by the two-stage method and verified by analyzing individual earthquakes separately,
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showed a much stronger decay of peak acceleration with distance than the one-stage ordinary
least-squares method, which had been used previously.

In 1992, Masuda and Ohtake proposed a weighting matrix for the second-stage regression
different from any used earlier (Masuda and Ohtake 1992). They revealed that off-diagonal
terms need to be included in the weighting matrix, because the amplitude factors that are the
dependent variables in the second-stage regression are mutually correlated as a consequence
of the fact that they were determined in the first-stage regression along with the parameters
that control the distance dependence. Brillinger and Preisler (1984, 1985) proposed what
they called the random effects model, which incorporated an explicit earthquake-to-
earthquake component of variance in addition to the record-to-record component. They
described one-stage maximum-likelihood methods for evaluating the parameters in the
prediction equation.

More recent, Abrahamson and Youngs (1992) introduced an alternative algorithm, which
they considered more stable though less efficient. The concept of an earthquake-to-
earthquake component of variance is implicit in the two-stage regression methods. The two-
stage methods are not, however, exactly equivalent to the one-stage maximum-likelihood
methods, and the relationship of one to the other is not obvious. Both the one-stage and two-
stage methods are based on maximum likelihood. In the one-stage methods, the parameters
are all determined simultaneously by maximizing the likelihood of the set of observations.
In addition to the classical approaches to determine the ground motion model along with
variability estimation, many researchers (e.g., Wang and Takada (2009); Kuehn and
Scherbaum (2015, 2016)) implemented new statistical tools such as the Bayesian theory in
order to decompose earthquake ground motion parameters and associated variabilities into
source, path, and site terms.

2.6.3 Bayesian Hierarchical Model (BHM)

Many statistical applications involve several parameters that can be regarded as related or
connected in some way by the structure of the problem, implying that a joint probability
model for these parameters should reflect their dependence (Gelman et al. 2014). A key point
of such applications is that the observed data can be used to estimate aspects of the
population distribution even though the values of are not themselves observed. It is natural
to model such a problem hierarchically, with observable outcomes modeled conditionally on
certain parameters, which themselves are given a probabilistic specification in terms of
further parameters, known as hyperparameters, with possible available prior distribution.
Such hierarchical thinking helps in understanding multiparameter problems and also plays
an important role in developing computational strategies. The hierarchy of the Bayesian
hierarchical modeling adhered to in this thesis, can be idealized in the following three levels.

Data level: A data density is chosen for the observations conditioned on the latent processes
and other potential parameters.

Latent level: A probability model is constructed for the latent processes conditioned on
other potential parameters. This is attained by selecting prior distribution which should
ideally incorporate a priori knowledge on the latent processes.

Hyper level: Prior distributions for the parameters of the latent processes are chosen.
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BHM Formulation for Ground Motion Model

A GMM can be formulated using a three-level BHM consisting of what is referred to as the
data-level, latent-level, and hyper-level (for details the reader is referred to Rahpeyma et al.
2018). At the latent-level which mainly consists of model parameters, the probability models
are constructed using hyperparameters and other potential parameters. At this hyper-level,
the probability models include the prior distribution of the model variabilities and other
parameters defined in the latent-level. In the formulation convention of Bayesian statistics,
the BHM model consists of the following independent terms as Eq. (2.23)

Yo = pos(M,, Ros, D,) + 8B, + 6Ss + SWS,s + SE,, (2.23)

for e=1,..,N, s=1,..,0

where u,; (i.e., GMM) provides median ground motions in terms of independent variables
(magnitude, hypocentral distance, depth of the origin, and constant coefficients) for event e
and station s, B, is the event effect (also called inter-event residual or event term) which
denotes the over-all effect of event e in addition to the predicted median ground motion .,
&S, is the station effect for station s, SWS, is a spatially correlated event-station effect, and
OR,s 1S an independent error term representing unmodeled effects or other factors that are
not accounted for. The terms WS, and 6R, are assumed to follow Gaussian distributions,
thus, conditioned on u,., 6B, and 65, then Y, also follows a Gaussian distribution.

The event effects are combined in the vector 8B = (6B, ..., By ), which we assume a priori
to be normally distributed with a mean of zero, standard deviation of = and independent of
each other. The station effects in the vector 8§ = (65, ..., 8S,) are assumed to stem from a
zero mean Gaussian field governed by a Matérn covariance function with marginal variance
¢Z,¢ that describes the station-to-station variability. The spatially correlated event-station
effects, SWS,,, are modeled as a zero mean Gaussian field for each event e that is also
governed by a Matérn covariance function with marginal variance ¢Z that describes within
event variability. The Gaussian fields of any two events are independent. So, the vector of
all SWS, terms stacked by subvectors containing terms from the same event has a mean of
zero and a block diagonal covariance matrix. Finally, unmodeled effects term, 6R.;, IS zero
mean Gaussian with standard deviation of ¢ and the R, terms are independent of each
other. The current values of the smoothness of the Matern covariance functions were selected
after trying different values for the smoothness parameters for station effects and event-
station effects covariance functions.

The total variance of Y, can be calculated as the sum of the inter-event variance 72, the
inter-station variance ¢2, (i.e., station-to-station variability), the event-station variance ¢ 2,
(i.e., variability between station within an event), and the variance of the unmodeled effects
and other unaccounted factors, ¢g:

0% = T2 + Pdrs + Pis + i (2.24)

The inter-event variance (t2) quantifies the variations between events after taking the effects
of earthquake magnitude, M,, source-to-site distance, R, and depth, D,, of each event into
account. The inter-station variance (¢2,5) quantifies the variability in the station effects that
stems from the varied local geological conditions. In other words, the inter-station variance
represents the systematic deviation of the observed amplification at the specific station from
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the median amplification predicted by the model. The event-station variance (¢Z2), on the
other hand, is a measure of the spatial variability in PGA between stations within events after
taking into account the overall effect of the event and the average effect of each station. And
finally, the variance parameter ¢3 quantifies jointly the variability in the unmodeled effects
and deviations that are not accounted for with other terms in the model. A detailed
explanation of the BHM model is presented in the Appendix of Paper I1I.

30



3 Aim

The overall objective of this dissertation is to enhance our understanding about site-effects
and shed new light on site-specific characteristics in engineering applications. Hence, the
main goals are summarized in three main steps: Firstly, establish a comprehensive site-
effects estimate framework by applying different empirical-experimental techniques and
using both strong ground motion data set and microseismic measurements to quantify the
main characteristics of the localized site effects. Secondly, propose a robust non-invasive
approach which provides reliable inference on the main properties of the near-surface soil
structure and the associated variabilities. Finally, quantitatively decouple recorded ground
motions into the source, path, and site effects and estimate their associated variabilities.
These goals are addressed in the four papers presented in this thesis. The following
summarizes the outline presented in each paper.

Paper 1: The main goal of the research presented in paper I is to outline a comprehensive
and detailed site-effect estimation in order to highlight the influence of site-
specific characteristics on ground motion response even over relatively short
distances using different site effect investigation methods as well as different data
sets (i.e., weak and strong ground motions) recorded on the first small-aperture
strong-motion array (ICEARRAY 1) in south Iceland.

Paper 2: A novel Bayesian hierarchical spatial model (BHM) for characterizing variations
in earthquake ground motion parameters is proposed in paper Il. The proposed
BHM model quantitatively accounts for an event effect, a station effect, an event-
station effect, and an error term that jointly takes into account measurement error
and model error, respectively. The BHM quantifies the local variabilities in the
small region of the array stations and shows to what extent the source and site
contribute to that variability.

Paper 3: In this paper the proposed BHM in paper Il is used to quantitively estimate the
site effects characteristics across two Icelandic strong motion arrays with different
geological structures. Establishing quantitative estimates of strong-motion spatial
variability will develop our understanding of the key factors which affect the
variation of seismic ground motions even across a relatively small area.

Paper 4: The main goal of this paper is to propose a non-invasive technique in order to
obtain the subsoil structure based on inversion of the observed microseismic
Horizontal-to-Vertical spectrum. The inversion scheme is set up in the context of
the Bayesian framework using Markov chain Monte Carlo technique with
Metropolis steps in order to explore the space of model parameters and find the
best fitting family of subsoil properties along with their associated uncertainties.
A blind test is conducted over the number of layers to consistently investigate the
best resolution of model parametrization.
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4 Applications and Results

The main discussion in this chapter cycles through the proposed methodologies and
statistical modeling developed in the thesis and is in accordance with the objectives outlined
in Chapter 1, with appropriate references to the four papers prepared from this PhD plan.

4.1 Site Effect Estimation

4.1.1 Historical site effect estimation in Iceland

Iceland, the most seismicity active region in northern Europe, is lying across the Mid-
Atlantic Ridge where the North American and Eurasian crustal plates are diverging at an
average rate of approximately 2 cm/y (DeMets 1990; DeMets et al. 1994; Einarsson 2008).
Passing across Iceland from southwest to north, the onshore part of the plate boundary shifts
eastward, resulting in two main transform fault zones (cf. Figure 4.1): (1) the completely
onshore South Iceland Seismic Zone (SISZ) with an approximately 80 km long by 20 km
wide in the south Iceland, (2) the mostly offshore Tjornes Fracture Zone (TFZ) with around
120 km long and as much as 70 km wide in the north coast of Iceland (Stefansson et al.
1993; Gudmundsson et al. 1993). The seismic potential of the SISZ has been well
investigated and characterized by a network of N-S right lateral strike-slip faults with
potential to produce destructive earthquakes either as strong single or sequences of
magnitude 7.0 — 8.0 events over a period lasting from weeks to years (Einarsson et al. 1981;
Einarsson 1991; Bjarnason et al. 1993; Stefansson et al. 1993; Bellou et al. 2005). The TFZ
is known as a tectonically complex triangular area which is primarily composed of three
NW-SE lineaments: Dalvik lineament, Grimsey lineament, and Husavik Flatey Fault (HFF).
Seismic activity in TFZ is mainly associated with swarms with similar waveforms and
frequently offshore (Hensch et al. 2008). Contrary to the SISZ, since TFZ is mostly offshore,
historical information and geological observations are not well-documented and essentially
limited so the earthquake catalogue of the TFZ is less complete and less comprehensive
(Saemundsson 1974; Einarsson 1991; Gudmundsson et al. 1993; Stefansson et al. 2008).

The soil structure in Iceland in many places consists of repeating sedimentary and lava-rock
layers that was mostly formed during and after the last Ice Age as a result of recurring
glaciation and deglaciation, sea level fluctuations along with volcanic eruptions, (Einarsson
and Douglas 1994). Such repeating structure of inter changing relatively soft (sediment) and
stiff (rock or lava-rock) layers leads to several strong velocity reversals within depth.
Furthermore, the surface geology is further complicated by fractures, fissures and faults of
tectonic origin (Clifton and Einarsson 2005; Angelier et al. 2008). This is especially true for
the south Iceland lowlands (SIL) known as geologically young and the most populous
agricultural region in Iceland. The bedrock geology of the SISZ was formed during the
Upper Pliocene and Pleistocene which mostly covered by staked layers of postglacial lava
flows and Quaternary sediments of fluvial, glacial, and glaciofluvial origin (Seemundsson
1979). On the other hand, the majority of the geological studies conducted in the TFZ have
focused on the Tjornes peninsula, particularly, the town of Husavik (Seemundsson and
Karson 2006; Gudmundsson 2007). The oldest present rock in the Tjérnes peninsula is a
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8.5 — 10 Ma old basalt and can be found north of the HFF as the basalt are cut at the fault
and are not known to occur south of it (Semundsson and Karson 2006). Most of the lowest
strata is of young Quaternary basalt, originating from a series of eruptions from the nearby
Grjothals shield volcano; however, at relatively low elevations, the lava rock is superseded
by hyalochlastite, indicating that the Grjothals lava had flowed into the sea (Seemundsson
1974). The Tjornes peninsula is also quite unique as it is one of the few places in Iceland
with 500 m thick sedimentary layers, known as Tjornes beds (Gudmundsson 2007).
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Figure 4.1 The ISMN strong-motion stations (represented by triangle symbols) across SISZ and TFZ
in the south and north of Iceland. The picture at the bottom shows the cut area in the top picture with
red dashed rectangular along with ISMN strong-motion station.

As a pioneering site effect study in Iceland, Atakan et al. (1997) investigated site
amplification characteristics in an area of ~ 400 km? in westernmost part of SISZ by
implementing two experimental methods of site effect estimation i.e., Single Station Spectral
Ratio (SSSR, same as HVSR technique) and Standard Spectral Ratio (SSR) and using 15
earthquake strong-motion recordings including a magnitude 3.1M;, event as well as ambient
noise measurements. They showed that there is good agreement between different data sets
and different techniques. They argued that most of the spectral amplifications observed,
should be related to the unconsolidated sediments of fluvial origin. However, the possible
effects of underlying partly-consolidated, to compact, sedimentary deposits (i.e.,
hyaloclastites) are not fully known. In addition, they showed that the unconsolidated
sediments pose a major concern in areas which are sensitive to damage by amplification of
the earthquake signals. However, they claimed that the lack of digital data from earlier
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strong-motions recorded on the sediments, makes it difficult to address this problem. They
emphasized that detailed studies on the correlation between the results from this study with
damage patterns from historical large earthquakes can give important clues in this respect.

In general, seismic wave amplification in Iceland due to localized site conditions is largely
considered to be insignificant in earthquake engineering practice due to the easily exposed
older bedrock or more recent volcanic lava-rock. However, recent site effect investigations
have shed new light on the strong variation in earthquake ground motion amplitudes due to
variations in site effects, originating in a complex subsoil structure, even over relatively short
distances (Bessason and Kaynia 2002).

4.1.2 Icelandic Strong-motion Network and Arrays

Since 1984, earthquake strong-motion in Iceland has been monitored and recorded by the
Icelandic strong-motion network (ISMN) in order to collect data for engineering objectives
and seismic analysis (Sigbjornsson 1990). The ISMN stations are mainly located in the SISZ
and around the margin of the TFZ where the population, industrial centers, and lifeline
networks (e.g., hydroelectric and geothermal power stations, hospitals, bridges, dams etc.)
are largely concentrated. Around 40 permanent ISMN stations (Figure 4.1) with
approximately 5 — 15 km inter-station distance provide data for earthquake engineering
objectives (Sigbjornsson et al. 2004). However, the general lack of dense recordings of
earthquake ground motion, specifically in urban areas, hampers the reliable assessment of
variable strong ground motions over small areas which is required for accurate seismic
hazard mitigation and decisive applications in building codes (Zerva and Zhang 1997; Zerva
and Zervas 2002).

In 2007, the first small-aperture Icelandic strong-motion array (ICEARRAY |, top left
Figure 4.2) was deployed in the town of Hveragerdi in South Iceland with the aim of (1)
monitoring and recording strong events in the region, (2) quantifying spatial variability of
strong-motion over short distances, (3) shedding lights on earthquake source processes
(Halldorsson et al. 2009). The array covers around 1.23 km? and consists of 13
accelerometric stations with inter-station distances ranging from 50 — 1900 m (Halldorsson
et al. 2009). Afterwards in 2012, the second strong-motion array (ICEARRAY I1) was
deployed in the TFZ in North Iceland, specifically in the town of Husavik which is located
effectively on top of the Husavik Flatey Fault (HFF), the largest transform faults in the
country (top right Figure 4.2). The ICEARRAY 11 consists of 6 free-field stations and one
structural monitoring system in the regional hospital building. The free-field stations are
three-component CUSP-3C instruments of Canterbury Seismic Instruments and the
structural system is a CUSP-3D3 unit, with one ground floor instrument, and two three-
component sensors on the fifth floor (Halldorsson et al. 2012). The identification 1D, name,
and location of the ICEARRAY I and Il are listed in Table 4.1 and Table 4.2, respectively.
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Figure 4.2 (a) Map of Iceland with the approximate location of the Mid-Atlantic Ridge (grey line)
and the South Iceland Seismic Zone (SISZ) and the Tjornes Fracture Zone (TFZ) marked by hatched
areas. Red rectangles indicate the areas shown in (b) and (c) with more details. (b) The aftershock
distribution (blue circles) from 29 May 2008 Olfus earthquake in southwest Iceland outlining the
two causative earthquake faults (dotted lines). The twelve ICEARRAY I stations (red triangles shown
in (d) along with station ID-codes) are located within the town of Hveragerdi (red dashed rectangle
shown in (b)). (c) Locations of the main events during the October 2012 (red circles) and April 2013
(green circles) earthquake swarms in the TFZ in addition to the main seismic lineaments of the TFZ
as black dotted lines. The seven ICEARRAY Il stations (red triangular shown in (e) along with station
ID-codes) are located within the town of Hasavik (red dashed rectangle shown in (c)).

Table 4.1 ICEARRAY I strong-motion array station locations.

Station 1D Station name Latitude (N) Longitude ('E)

1S601 Heidarbrun 51 63.9927 -21.1776
1S602 Kambahraun 39 64.0047 -21.2043
1S603 Dynskogar 3 64.0029 -21.1974
15604 Borgarhraun 12 64.0024 -21.1995
1S605 Borgarhraun 8 64.0028 -21.1990
1S607 Arnarheidi 26 64.0007 -21.2018
1S608 Sunnumork 2 63.9954 -21.1893
1S609 Dvalarheimilid As 64.0025 -21.1859
1S610 Reykir 64.0042 -21.1772
1S611 Heidmork 31 64.0000 -21.1908
1S612 Reykjamork 17 63.9993 -21.1828
1S613 Laufskogar 39 64.0057 -21.1886
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Table 4.2 ICEARRAY Il strong-motion array station locations.

Station 1D Station name Latitude (N) Longitude (E)
1S202 Husavik-Slokkvistod 66.0490 -17.3550
1S701 Husavik-Ketilsbraut 9 66.0468 -17.3411
1S702 Husavik-Kaldbakur 66.0242 -17.3614
1S703 Husavik-Litlagerdi 2 66.0386 -17.3305
1S704 Husavik-Hofdi 66.0530 -17.3511
1S705 Husavik-Holl 66.0378 -17.3348
IS707  Husavik-Gardarsbraut 39 66.0424 -17.3390

Strong-motion Recordings

The deployment of the Icelandic strong-motion arrays in the SISZ and TFZ has started a new
era of earthquake strong-motion recordings in Iceland and specifically since then the size of
the Icelandic strong-motion data set has been dramatically increased. On close scrutiny, the
ICEARRAY | was in the extreme near-fault region of the M,,6.3 Olfus earthquake on 29
May 2008. The ICEARRAY 1 stations recorded the main shock and more than 1700
aftershocks during a year of seismicity after the main shock. Despite the relatively small
inter-station distances across the array and fairly uniform local site conditions, ground
motions of which were characterized by intense ground accelerations (PGA of 38 — 89% @)
of relatively short durations (~5 — 6 seconds) and large amplitude near-fault velocity pulses
due to simultaneous rupture directivity and permanent tectonic displacements. On the other
hand, ICEARRAY 11 has recorded much less data, the far-field ground motions of total of
26 small-to-moderate size earthquakes, during the largest seismic sequence over the last 30
years in North Iceland during 2012 — 2013 (Halldorsson et al. 2012; Olivera et al. 2014;
Rahpeyma et al. 2017) (see Figure 4.2).

The earthquake parametric information was obtained from the SIL seismic network of the
Icelandic Meteorological Office which monitors the seismicity of Iceland (Bodvarsson et al.
1999), and the temporary LOKI seismograph network which was deployed in the seismic
region within two days of the main shock to provide more accurate hypocentral locations of
aftershocks (Brandsdottir et al. 2010). Unfortunately, however, only 700 of the aftershocks
recorded by the ICEARRAY | were found to match with events reported by either SIL or
LOKI networks. For the other aftershocks, the source-site distances were estimated from P-
and S-phase arrival times and their local magnitudes estimated using an empirical
relationship for peak ground velocity (Pétursson and Vogfjord, Kristin 2009). Figure 4.3
shows the characteristics of the ICEARRAY | and Il databases in terms of seismic
parameters.

Microseismic data

Microseismic noise is defined as low amplitude vibrations from surface sources randomly
distributed in space and time (e.qg., vibrations of natural origin such as wind and sea tides, or
of manmade origin such as traffic, industrial machinery, etc.). During recent decades, many
researchers have investigated the reliability of using ambient noise, both numerically and
experimentally, for the quantifications of site effects (Bard 1998; Triantafyllidis et al. 2006;
Pilz et al. 2009). In the absence of earthquake strong-motion recordings, microseismic data

37



is easily obtained and can provide additional constraints and spatial resolution of site effects.
Continuous ambient noise recordings of a minimum one-hour duration were performed at
the ICEARRAY | and Il stations using REF TEK 130-01 Broadband Seismic Recorders and
Lennartz LE-3D/5s three-component sensors for which gain level and sampling rate were
configured to unity and 100 Hz, respectively (Halldorsson et al. 2009).
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Figure 4.3 Distribution of different earthquake parameters with (a) local magnitude and (b) back-
azimuth plotted versus hypocentral distance (Rnypo), and then log;, PGA plotted versus (c) local
magnitude and (d) hypocentral distance as recorded by ICEARRAY I (blue circles) and ICEARRAY
Il (red circles for the swarm in 2012 and green circles for the 2013 swarm).

4.1.3 Geological settings across ICEARRAY I & II

The main subsoil geological characteristics across ICEARRAY 1 and 1l are entirely different
(cf. Figure 4.4). Across ICEARRAY 1, the uppermost lava layer (~5,000 year-old) lies on
top of a softer sedimentary layer, which in turn lies on top of another lava rock layer
(~10,000 year-old) resulting in a velocity reversal. We expect this situation to be the case
for Hveragerdi because based on geological and borehole information the uppermost lava
rock layer (~5,000 year-old,) lies on top of a softer sedimentary layer, which in turn lies on
top of another lava rock layer (~10,000 year-old) resulting in a velocity reversal. As can be
seen in the geological map of Hveragerdi, the majority of the ICEARRAY | strong-motion
stations sit on stiff lava rock layer. Hence, due to the uniform site condition of the
ICEARRAY | and short inter-station distances we expect to see small variability in ground
motion amplitudes using ICEARRAY 1 recordings. However, significant variations in PGA
and PGV were observed during the recorded ground motions of the main-shock and
aftershocks data set (Halldorsson and Sigbjérnsson 2009; Douglas and Halldorsson 2010).
In contrast, local soil conditions across ICEARRAY Il are much more complicated in
comparison to the ICEARRAY | (see Figure 4.4). Husavik itself is characterized by several
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soft sedimentary layers, which generally overlay the Grjéthals lava rock and hyaloclastite,
and vary in softness as well as depth from site to site in the town (Gudmundsson 2007). The
subsoil structure beneath the ICEARRAY 11 can be clustered into four main geological units:
(1) the northernmost part of the town sits on relatively hard Tillite, (2) while the geology
along the shoreline towards south is characterized by horizontally layered fluvial sediments.
(3) On top of the horizontal sediments lies a delta formation of glacial deposits. (4) The
oldest sediments are glacial deposits which have over time been altered to solid Tillite rock
which underlay parts of Husavik (Saemundsson and Karson 2006).
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4.1.4 Results

The extensive ICEARRAY | near-field strong-motion aftershocks recorded after the Olfus
earthquake and ICEARRAY 11 far-field strong-motion data set provided a great opportunity
not only to quantify the local site effects at the array stations on such soil structure, but also
the relative differences over short distances. In this study, we applied the methodology
chiefly recommended by Site EffectS assessment using AMbient Excitations (SESAME)
research project for the task in HVSR analysis (Bard and SESAME-Team 2005). Figure 4.5
and Figure 4.6 represent the HVSR results for each station across ICEARRAY | and I,
respectively.

15

Ne = 1459 1S601 Ne = 1234 1S602 Ne = 1406 1S603

Ne = 1258 1S604 1S607

Ne = 1317 1S608 Ne = 1296 1S609 Ne = 1436 1S610

Ne = 1148 1S611 Ne =408 1S612

Frequency (Hz) Frequency (Hz) Frequency (Hz)

Figure 4.5 The earthquake recordings (gray lines) as a function of frequency for each of the twelve
ICEARRAY | strong-motion stations. The geometric mean HVSR (black solid lines) and their
corresponding +1c¢ (red dashed lines) are also shown, with Ne the number of available earthquake
events used to derive the mean.
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To obtain the HVSR, we calculated the absolute Fourier spectrum of each of the three
components over the duration of the record after applying several sensitivity analyses for
selecting input parameters (e.g. smoothing coefficient, averaging method, etc.). The spectral
amplitudes were smoothed using the Konno and Ohmachi with a smoothing coefficient of
B = 20 (Konno and Ohmachi 1998) for the selected bandwidth. A single smoothed spectrum
representing horizontal ground motions was obtained by calculating the geometric mean of
the two smoothed horizontal spectra. Dividing the spectrum for the horizontal motions by
the spectrum of the vertical component produced the HVSR curve as a function of frequency
for each event-station pair. Finally, the average HVSR and the corresponding standard
deviation as a function of frequency, have been calculated using geometric mean of HVSR
from the recordings.

Ne = 14 1S202 Ne = 26 I1S701 Ne =25 1S702

HVSR

Ne=26 || 1S703 | [Ne=25 15704 | |Ne=25 1S705

HVSR

Frequency (Hz) Frequency (Hz)

Ne =11 I1S707

HVSR

1 10

Frequency (Hz)
Figure 4.6 The earthquake recordings (gray lines) as a function of frequency for each of the seven
ICEARRAY Il strong-motion stations. The geometric mean HVSR (black solid lines) and their

corresponding +10 (red dashed lines) are also shown, with Ne the number of available earthquake
events used to derive the mean.

Sensitivity analysis

Since the microseismic noise is not necessarily random in time and place due to man-made
disturbances in the town and environmental factors (e.g., temporary weather/storm
vibrations), we tested the sensitivity of the HVSR results in different aspects. First, the
smoothing coefficient value was determined on the basis of sensitivity analysis to ensure
that sufficient detail was preserved in the resulting spectral ratio. We also compared the
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HVSRs obtained for different time windows using both the window length from S-wave
arrival time to the end of the coda waves and the entire length of each recording. No
significant differences were observed, and as a result, the spectral ratios presented in this
study were calculated over the duration of each record. In calculating spectral ratios, we used
the arithmetic, geometric, and the quadratic/squared mean methods for combining the two
horizontal components. Comparison of the spectral ratios showed insignificant differences,
and therefore, the geometric mean method was applied in this study. After reviewing the
data and removing segments containing spurious spikes the HVSR was calculated for each
station for different times of the day, night and week, and for various durations ranging from
several minutes to several hours.
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Figure 4.7 Comparison of the mean HVSR estimated from earthquake (black lines) and microseismic
(blue lines) data for ICEARRAY 1 stations. Standard deviations +1¢ are shown with gray shaded
areas (earthquake HVSR) and red dashed lines (microseismic HVSR).
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The analysis showed that a stable HVSR at each station was obtained for the optimal window
length of 20-minutes. Therefore, for sites where long recordings were available the most
stable ones (insofar as being relatively free of spurious signals, traffic and obvious man-
made temporary disturbances) were split up into multiple and unique parts of 20 minutes.

In order to evaluate the reliability of the HVSR results and at the same time the applicability
of HVSR results from microseismic measurements, the same HVSR procedure was applied
to the ambient noise measurements. Figure 4.7 and Figure 4.8 compare the mean HVSR
results from earthquake recordings with the mean HVSR results from microseismic data for
ICEARRAY | and Il stations, respectively. The agreement in terms of overall shape of the
amplification curves and their amplitudes is remarkable at almost all stations. The
comparison seems to confirm results reported by many studies in other regions (e.g.,
D’Amico et al. 2008; Pilz et al. 2009) that microseismic data and HVSR analysis may be
used with confidence to map the overall amplification characteristics of ICEARRAY 1.
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Figure 4.8 Comparison of the mean HVSR estimated from earthquake (black lines) and microseismic

(blue lines) data for ICEARRAY Il stations. Standard deviations +1¢ are shown with gray shaded
areas (earthquake HVSR) and red dashed lines (microseismic HVSR).

To implement the SSR method the ratio of the geometric mean of the Fourier amplitude
spectra for the horizontal components of motions recorded at a site of interest to that of a
reference site was computed. As can be seen in the geological map (cf. Figure 4.4), all the
ICEARRAY | stations sit on lava-rock. Therefore, all sites were viewed as potential
reference sites in the context of the SSR method. On the basis of the HVSR results, relatively

43



low and approximately uniform (across the frequency range considered) amplifications were
observed at stations 1S609-1S613, making them potential candidates for a reference site.
Station 1S612 was excluded since it is located on a relatively young lava-rock, while stations
1S609, 1S610 and 1S613 are located on a considerably older, and presumably more stable,
bedrock. Stations 1S610 (located on a hillside) and 1S613 (relatively few data and unstable
HVSR) were excluded, leaving station 1S609 as the selected reference station for the SSR
method; this station has been in operation since 1999 as a permanent station of the Icelandic
strong-motion network. The results of the SSR method using 1S609 as the reference station
are shown in Figure 4.9, along with the results from the HVSR method for comparison. In
general, the results from the two methods are in good agreement.
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Figure 4.9 Comparison of the mean HVSR (black lines) and mean SSR (blue lines) determined from
the earthquake data for each of the ICEARRAY | strong-motion stations, using station 1S609 as a
reference site. Standard deviations of the means are indicated by red dashed lines for SSR and with
gray shaded areas for HVSR.

Focusing on the distribution of predominant frequency in ICEARRAY -1I shows that there
is a general north-south trend of decreasing peak predominant frequency that is in high
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correlation with geological settings of the area. As it is abovementioned, the northernmost
part of the town lies on Pleistocene Tillite hard rock and the rest of town is mostly located
on sedimentary layer. Figure 4.6 shows that motions from stations located on sedimentary
layer in central part of the city are characterized by lower predominant frequency with broad
or multiple amplification curve and higher strong-motion amplitude. Therefore, we
nominated station 1S704 as reference site to obtain the SSR amplification curves. The
comparing results for ICEARRAY |1 stations are presented in Figure 4.10.
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Figure 4.10 Comparison of the mean HVSR (black lines) and mean SSR (blue lines) determined from
the earthquake data for each of the ICEARRAY Il strong-motion stations, using station 1IS704 as a
reference site. Standard deviations of the means are indicated by red dashed lines for SSR and with
gray shaded areas for HVSR.

Topology of the HVSR and SSR results

Despite the small aperture of the Icelandic arrays, Figure 4.7 to Figure 4.10 highlight
significant variations in the site effect characterizations. On close scrutiny, we can cluster
the results into four following groups:

= Bimodal amplification curves (ICEARRAY I: 1S604, 1S605, 1S608 and ICEARRAY II:
IS705)

= Single narrow-band peak amplification curves (ICEARRAY I: 1S602 and ICEARRAY
[1: 1S703)

= Broad amplification curves over a wide frequency range (ICEARRAY I: 1S601, 1S603
and ICEARRAY I1: 1S701, I1S707)

= very low and uniform amplification curves across the frequency range (ICEARRAY I:
1S609-613 and ICEARRAY 11: 1S202, 1S704)

This variation in the HVSR highlights the existence of the significant site effects due to
complex and varying geostructural settings within the town of Hveragerdi and Hasavik.

45



With the exceptions of stations 1S609, 1S610, and 1S613, which are located on a very old
bedrock, the ICEARRAY | strong-motion stations are located on lava-rock layer overlying
sedimentary layer (see Figure 4.4). In Hveragerdi, the uppermost lava layer is relatively
young basaltic lava of varying thickness (10-30 meters according to boring log information).
The lava layer lies on top of a sedimentary layer (of similarly varying thickness) which in
turn overlies an older lava layer. No information on the thickness of the lower layer exists,
but it flowed from the same volcanic fissure and based on the spatial extent of the lava it is
most likely of similar thickness as the younger lava layer. From the typical layered structure
of young geological formations in south Iceland, it is extremely likely that the older lava
layer is underlain by another sedimentary layer. The relatively low and uniform
amplification in the northeast of the ICEARRAY | reveals that the geologic profile does not
exhibit any sharp impedance contrast (e.g. 1IS609-613). In contrast, theoretical and numerical
investigations for station 1S605 in this study imply that the bimodal amplification occurs
because of two large impedance contrasts, one deep and the other shallow. The same trend
can be observed at 1S604 which is located 54 meters southwest from 1S605, indicating
similar substructures. When compared with the amplification curve of station 1S603,
however, the difference indicates that the velocity contrast under the station is much less
abrupt compared to 1S603 and especially 1S605. These amplification curves are in stark
contrast with those at the bedrock stations, which are characterized by high frequency peaks
(~10 Hz) of very low amplitudes.

In contrast to Hveragerdi, the geological setting of Husavik is generally characterized by
several Pleistocene and Holocene sedimentary layers, which mainly overlie the Grjéthals
lava and breccia. The HVSR of approximately unity across the frequency range of 1S704
and 1S202 is representative of the hard layer underlying the sites, since compact sediments
and hard rock sites generally tend to experience no significant ground amplification. The
southwest of Husavik, where station 1IS702 is located, is characterized as being underlain by
hyaloclastites (Pleistocene Interglacial), and the stations in the central part of the town (i.e.,
IS701, 1S703, 1S705, and 1S707) sit on the Lateglacial restored/horizontal sediments. It
should be noted that there is considerable variation in subsurface topography within the town
and such geologic profiles enhance the variation in site effects and ground-motion
amplitudes.

4.1.5 Seismic parameters vs. HVSR characteristics

It has been well investigated that a sharp peak in HVSR curve is indicative of high impedance
contrast between a softer layer overlying a stiffer layer (Bard and SESAME-Team 2005; Di
Giacomo et al. 2005; Nakamura 2008). Hence, we interpret the clear bimodal amplification
curve from earthquake data at station 1S605 (ICEARRAY 1) and station 1S705 (ICEARRAY
I1) as coming from two considerable velocity contrasts within depth, indicating a complex
structure of repeated hard rock (e.g. lava, Tillite, stiff sediments)-soft sediment strata.
However, the explanations for bimodal amplification curves for stations 1S605 and 1S705
are likely entirely different. It should be emphasized that due to small epicentral distances
(less than 20 km) and high apparent velocity over the ICEARRAY |, the waves consists
exclusively of body waves with near vertical incidence angles. In contrast, the waves in
ICEARRAY Il are assumed to be comprised mostly of surface waves as a result of large
epicentral distance (~40 — 80 km) and likely lower velocity over the array.
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A close scrutiny on Figure 4.7 reveals that the HVSR in station 1S605 is characterized by a
greater variability in the lower-frequency peak (~3 — 4 Hz) but less in the higher-frequency
peak (~8 —9 Hz) for both earthquake and microseismic data, with the level of mean
amplification from the strong-motion recordings for both peaks being almost the same.
Moreover, the variability of the lower amplification peak obtained from microseismic data
is explicitly higher than the second peak. Hence, in Figure 4.11 we try to perform a detailed
investigation to characterize the possible pattern of the bimodal amplification curve versus
different seismic parameters by clustering the aftershocks into two groups, those associated
with lower (gray, Figure 4.11(b)) and higher (cyan, Figure 4.11(c)) predominant frequencies.
Figure 4.11(a) reveals that the two groups are comprised of aftershocks that occurred nearly
equally on the two different fault structures. Furthermore, there is no azimuthal dependency
of predominant frequency (Figure 4.11(g)). Similarly, both groups of earthquakes have
approximately similar coverage of hypocentral distances (Figure 4.11(f)). Nevertheless,
there is a noticeable correlation between earthquake intensity and the associated predominant
frequency (Figure 4.11(d-e)). This means that events with higher energy generally appear to
excite the lower-frequency peak. In other words, the lower predominant frequency peak is
clearly observed for earthquakes of large magnitude that mainly are associated with
maximum HVSR amplitude and much greater scatter in amplitude.

(b) Aftershocks with 'o <5 ( c) Aftershocks with fD >5

o®

°®

Selfoss

IS

w

N

Local magnitude

Figure 4.11 (a) distribution of aftershock locations recorded by ICEARRAY | grouped according to
the f, range above (cyan) and below (gray) 5 Hz, using station 1S605. The HVSR curves for two
groups of aftershocks is shown in (b) and (c) as well as the mean HVSR + 1, with N the number of
available earthquakes. Also shown the (d) PGA, (e) local magnitude, (f) hypocentral distance, and
(g) back-azimuth versus the predominant frequency f,. (h) PGA and (i) event magnitude versus
Amplification factor 4, (Gray: f; < 5 Hz and cyan: f, > 5 Hz).
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As can be seen in Figure 4.11(h-i), smaller magnitude earthquakes with lower energy mainly
associated to relatively constant and low peak amplification at higher frequency (cyan
symbols with f,~8 — 9 Hz). In other words, almost all earthquakes that are associated with
the amplification peak at higher frequency have amplitudes less than ~3. This observation
specifies that the peak in the HVSR amplification curve at lower predominant frequency is
largely associated with earthquakes of relatively larger magnitudes, and in the vast majority
of the cases, they are associated with maximum HVSR amplitudes higher than ~3 and with
much greater variability in amplitudes.

In contrast to the ICEARRAY | that we could not capture any directional dependency, the
predominant frequencies of bimodal amplification in ICEARRAY 11 are highly correlated to
the sources. As can be seen in Figure 4.8, microseismic measurements are not able to capture
the shallower layer in soil structure and the soil layering filters out the high frequencies. It
is clear that low-frequency peaks are mainly associated with the 2012 swarm occurred on
HFF, while the 2013 swarm that took place on the Grimsey Oblique Rift is linked to the
high-frequency peaks (Figure 4.12(a)). The significant dependency to the direction of
incoming waves is clear in Figure 4.12(g). It is also conspicuous that events associated with
lower-frequency peaks have larger hypocentral distance (Figure 4.12(f)) and events with
larger magnitude are associated with lower-frequency peaks and larger amplification.
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Figure 4.12 (a) distribution of 26 events locations recorded by ICEARRAY Il grouped according to
the f, range above (cyan) and below (gray) 3 Hz, using station 1S705 located in the town of Husavik
(red dashed rectangle). The HVSR for the two groups of events is shown in (b) and (c) as well as the
mean HVSR + 10, with N the number of available earthquakes. Also shown the (d) PGA, (e) local
magnitude, (f) hypocentral distance, (g) back-azimuth versus the predominant frequency f,. (h) PGA,
(i) event magnitude versus Amplification factor A, (Gray: f, < 3 Hz and cyan: f; > 3 Hz).
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4.1.6 Modeling the bimodal response

It has been well investigated that the shape of the HVSR amplification curves are in
correlation with the subsoil structure (Nakamura 2008; Bonnefoy-Claudet et al. 2009). We
physically interpret the two peaks of the amplification curve from earthquake data at station
IS605 as coming from two considerable and abrupt velocity contrasts at depth, indicating
that a multilayer subsoil model is needed for modeling. During recent decades, many
researchers tried to apply the HVSR technique as a practical tool to determine the V; profile
(e.g., Arai and Tokimatsu 2004, 2005; Herak 2008). It should be mentioned that the inversion
of physical parameters of the subsoil structure as a function of depth on the basis of the
HVSR using the body-wave approximation provides better results around the resonance
frequency (Tsai 1970; Albarello and Lunedei 2010).

In this study, we apply the theoretical approach presented in section 2.3.1 using the body-
wave approximation. However, our attempts to reproduce the bimodal amplification curve
at station 1S605 using this approach were largely unsuccessful. As can be seen in Figure
4.13, for reasonable values of the density and shear wave velocity of the lava and
sedimentary layers, and using layer thicknesses from borehole logs, the method fails to
reproduce two physical peaks at the observed predominant frequencies of station 1S605.
Figure 4.13(a) shows that adding two layers of hard rock to the top and in the middle of the
soft soil stratum (70 m of sedimentary layer) does not significantly change the predominant
frequency or the amplification curve. On the contrary, Figure 4.13(b) shows that inserting
two soil layers with lower impedance ratios dramatically affects the respective amplification.
The amplification curve is thus dominated by the deepest velocity contrast (the underlying
bedrock assumed as half-space and an overlaying sedimentary layer) and the reverse velocity
contrast between the hard layers and the intermediate stiff layers is essentially invisible to
the method. As a result, we find that the body wave assumption in interpreting the HVSR
results from data recorded on a profile with velocity reversals may lead to ambiguous
interpretation.
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Figure 4.13 The effects of velocity reversals on wave propagation and soil amplification. Inserting
two layers with (a) higher and (b) lower velocities.

Alternatively, due to the obvious mechanical similarities to that of a dynamic structural
system, we model the geologic profile as a classically damped dynamic system subjected to
a base excitation (Chopra 1981; Yoshida 2015). Available geological information and
borehole records show the existence of two Holocene lava layers under 1S605 and for that
reason a two-degree of freedom (2DOF) system was assumed to model the bimodal HVSR
amplification curve at station 1S605.
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> U Figure 4.14 Mechanical analogue of a 2DOF undamped
H 2 system subjected to earthquake excitation at the base.

k, In Figure 4.14, two-degree-of-freedom undamped
system subjected to earthquake excitation at the base is
illustrated. In this above mechanical analogue, we
my consider the lava-rock layers rigid (contributing only in
the masses). The sedimentary layers are modeled as shear

ky columns. Their mass is lumped in the masses m, and m,.
ii Specifically, half of the mass of layer 1 is lumped in mass
i m, and the other half in mass m,.

The equation of motion and system matrices for the
system in Figure 4.14 is

mq 0 ill k1 + kz _kz Uq _ mq 0 1 L
[ 0 m, {uz} + -k, k, {uz} - _[ 0 mz] {1} ug(t) (4.1)
EqQ. (4.1) can be presented in the general format as Eq. (4.2)
mit + ku = —mu - i, (¢t) (4.2)

where k and m are the stiffness and mass matrices, respectively, and ¢ is the influence vector
representing the mass displacements from static application of a unit-ground displacement.
We will solve the Eq. (4.1) and Eq. (4.2) using modal decomposition, assuming that classical
modes exist (i.e., that the damping matrix c of the system is diagonalizable by the normal
modes of the undamped system). Admittedly, this is a strong assumption for our system
(alternating hard magma layers and soft sediment layers) and most probably is not valid.
However, assuming the more general case of non-classical damping would require more
involved computations and defeats the purpose of this exercise. As presented in Eq. (4.3),
the nodal displacement vector u(t) of the system can be expressed in terms of modal
coordinates by using the expansion theorem for multi-degree-of-freedom (MDOF) systems
(modal superposition).

u(t) = iun(t) = itbnqn(t)» n=12 (4.3)
= {2;} q.(t) + {22:} q2(t)

where q,, (t) are the modal coordinates, and ¢,, are the natural mode shapes. The undamped
modal frequencies w,, and modes ¢,, can be obtained by solving the eigenvalue problem

((k — wzm)¢, = 0).

Using the normal modes, the equations of motion are decoupled, and we obtain the
uncoupled modal equations:

éin(t) + Z(nann(t) + w%Qn(t) = _Fnug ), n=12 (4.4)
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Where the mode participation factor I,, the factor converting ground acceleration to force at
each degree of freedom L,,, and modal masses M,, are

==, Lp= ¢Z’;ml , My = ¢Zlm¢n
In general, the equation for a damped system can be written as
M, G, (t) + C,q,(t) + K,q,(t) = _mlug (t) (4.5)

where M,, C,, and K, are the generalized mass, damping and stiffness matrices,
respectively.

We are looking for steady-state solutions of the modal equations to an excitation of the form
i (t) = iy (w)e™t (4.6)

where iy, (w) is the frequency response of the excitation and w is the forcing frequency;
the same functional form for the modal coordinates is also assumed. For such an excitation,
the steady-state solution of the modal coordinates is of the form

qn(t) = qno(w)e™* (4.7)
Substituting these expressions into the modal Eq. (4.4) we obtain:
[~00? + 26,0, (i0) + WF] * o (@)e™" = Tyl (w)e™™* (4.8)
Or equivalently,
[ilgo ()

qno(@) = _u)z . [((%)2 B 1) vz, (%)] , (n=12) (4.9)

w

Upon insertion into Eq. (4.5) the relative displacement frequency response of interest

uy(t) = ¢10:(t) + P22q,(t) (4.10)

the relative displacement response of the second degree of freedom that is of interest to us
(response of the free surface) is obtained as (i.e., top of the soil structure, denoted as u%, (w)
in harmonic from):

¢21F1
o |((5) - 1) + 26 ()]
¢22F2

o [((&) -1)+ e (@)

u§0 (w) = -

(4.11)

ugo ((1))
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where for the n-th mode of the 2DOF system &, is the damping ratio, w,, is the undamped
natural circular frequency, ¢,, is natural mode shapes, and I, is the modal participation
factor. Eq. (4.11) can be written as u¥ (w) = H (w)iig, (w), where H(w) is the displacement
transfer function.

H(w) = Z%IFI
S (@i prey
$22° 1

T () 1) e )

We record the absolute motion at the free surface. Therefore, the total displacement on the
free surface (ground) denotes as

ug, (t) = uf, (8) + ug, (t) (4.13)
Which when written in harmonic form gives

ul (w)e't = uf (w)et + Ugo (w)etwt . (4.14)
= H(w)ilg, (w)e'™" + ugyy(w)e'? '
Subsequently, we can obtain the ratio of the total displacement frequency response at the
free surface, uZ,(w), to the input displacement at the bottom, Ugo (w), in the harmonic form

as Eq. (4.15).

uzo(w) iy (w) (4.15)
upo(@) — MOy oyt
From
Ugo (w) = (iw)zugo (w) (4.16)

we obtain the ratio of the total displacement frequency response at the surface u?,(w) to the
input displacement at the bottom u, (w) as

uj,(w)
uy(w)

= —w? H@) +1 (4.17)

In order to numerically compute the relative and absolute response from Eq. (4.11) and Eq.
(4.13) we need to estimate the input parameters for the 2DOF dynamic system. In our
modeling, the lava layers are assumed to be rigid masses m, and m, (where the subscript 1
refers to the lower and 2 to the upper lava layer in Figure 4.4) and the sedimentary layers are
assumed to be massless lateral springs having stiffnesses k; and k,. The masses of the
sedimentary layers are lumped into m, and m,, (i.e., one half of the mass of each sedimentary
layer above and below the lava layer is lumped with the mass of the lava layer). Considering
a unit-area vertical column of the soil profile the mass is calculated from m = pH where p
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is density and H is the layer thickness. The shear stiffness is calculated by taking the
advantage of the relation of shear modulus of the material (u), its density (p) and shear wave
velocity (B) or k = u/H where u = p?2. From shallow borehole logs in Hveragerdi the
thickness of the upper lava-rock layer (B|C) is seen to vary between 14 — 22 m, and the
thickness of the sedimentary layer comprised of loose alluvial and marine sand and gravel is
between approximately 10 — 22 m. However, there is no information about other material
characteristics (p or ) or the layering of deeper layers. As a result, we relied on material
properties from other studies in South Iceland on similar geology. By solving the eigenvalue
problem numerically, we estimate two natural frequencies of oscillationat f; = 3.5 Hz and
f> = 8.5 Hz which match almost exactly the two mean predominant frequencies observed
in the HVSR amplification curves.

Table 4.3 summarizes the parameters of the final model which is schematically shown in
Figure 4.15. The resulting soil structure is shown schematically in Figure 4.15(a), which
from the surface to the top of the bedrock, consists of a 15 m thick lava layer (top), 22 m
sedimentary layer, 12 m lava layer (bottom) and a 12 m thick sedimentary layer. The
corresponding ratio of the absolute displacement frequency response at the free surface to
the input ground displacement is shown in Figure 4.15(b). Figure 4.15(b) clearly indicates
that there are two fundamental frequencies of oscillations.

Table 4.3 Soil and 2DOF model properties.

Layer Soil 2DOF system
H[m] plg/cm®] Vi [m/s]  Gs[N/m’] k [N/m] m [kg]
Lava (L1) 15 2.2 1800 7.13 x 10° 51.7 x 103
Sediment (L2) 22 1.7 750 0.95%x 10°  43.5x 10°
Lava (L3) 12 2.2 1800 7.12 x 10° 55.9 x 103
Sediment (L4) 12 1.8 800 1.15x10°  96.0 x 10°

Y0500
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Figure 4.15 Shear-wave velocity profile obtained by modal analysis (hatched and dotted areas
denote lava and sedimentary layers, respectively, with the bottom layer indicating bedrock). (b) The
total displacement transfer function corresponding to the soil structure in (a), exhibiting two
fundamental modes at the predominant frequencies.

These results, along with geological mapping and borehole logs, imply that the
characteristics of the soil structure underneath 1S605 could, at least as a first approximation,
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be assumed to apply to the part of Hveragerdi that lies on lava rock. However, while the
HVSR results of the nearest stations 1S604 and 1S603 (50 and 70 m away from 1S605,
respectively) show all the same HVSR characteristics for both earthquake and microseismic
data, they do not exhibit the clear bimodal HVSR amplification curve from earthquake data.
The same can be said for station 1IS608 which is the closest station to the borehole locations.
Other stations on lava rock show different patterns of amplification. Therefore, the results
indicate that the primary characteristics of the soil structure such as layer thicknesses and
the impedance contrasts of the velocity reversals, may vary considerably under Hveragerdi,
contributing to the observed variations in ground motion amplitudes, even over short
distances. We also note that the predominant frequency of the HVSR from earthquake
recordings on lava is considerably lower than for stations on older bedrock. From the results
for station 1S605, the lava-sedimentary layer that is responsible for this peak lies between
~40 — 60 mdeep, which in turn raises questions about the applicability of the average shear-
wave Velocity in the uppermost 30 meters (Vs3,) as the parameter on which to base site
characterization for earthquake resistant design for this type of profile.

In order to confirm the reliability of applying dynamic system modeling for stations
characterized with velocity reversals, we test the only other available numerical modeling of
site response on a lava-sedimentary soil structure in Iceland. Bessason and Kaynia (2002)
compared strong-motion site effects on the west and east abutments of the base-isolated and
instrumented 80 m long Thjorsa-Bridge during two M,,6.5 and 6.4 earthquakes in South
Iceland on 17 and 21 June 2000, respectively, and a several of their aftershocks. As can be
seen in Figure 4.16, the borehole information show that the west abutment of the bridge is
located on the lava-rock and the east abutment sites on the bedrock (i.e., dolerite).

L 83 m l

I~ |

West side East side

Lava rock, 8-10 m thick

Thjorsa River

~~ Sand and fine gravel, 18-20 m thick ...

AARK ARKAE KREAR RAK R K RND Dolerite (bedrock)

Figure 4.16 The soil profile at the Thjorsa-Bridge (Bessason and Kaynia 2002).

Numerical modeling of the site response revealed considerable and consistent site
amplification on the west side relative to the east side which manifests itself in a considerable
peak at around 2 — 5 Hz in the response spectral ratio. They attribute the relative differences
in amplification to the differences in site conditions on each side of the bridge. Namely,
based on geotechnical surveys the soil profile on the west side of the bridge consists of an
8 — 10 m thick lava-rock underlain by an 18 — 20 m thick sedimentary layer of loose sand
and gravel on top of on bedrock, while the east site is located directly on bedrock. After
testing several parameter values (i.e., shear-wave velocity, density, and Poisson’s ratio) by
trial and error, they were able to produce a peak in the simulated response spectra at 3 Hz
for the soil structure using the geological information presented in Figure 4.17 using the
computer program SHAKE.

54



In the context of this study however, we model the soil structure as a single-degree-of-
freedom-system (SDOF) since it consists of a single lava/sediments stack above the bedrock.
The corresponding natural frequency of oscillation is

1 |K

S (4.18)
2 | M

fo

where K and M represent the stiffness and mass of the system, respectively. For the range of
shear wave velocities assumed for the sedimentary layer we find that values of the natural
(i.e., predominant) frequency of the site lies in the range of 3.2 — 4.8 Hz, which is in
excellent agreement with observations.
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Figure 4.17 (a) soil profile used in SHAKE analyses (Bessason and Kaynia 2002). (b) Shear-wave
velocity profile obtained by modal analysis (hatched and dotted areas denote lava and sedimentary
layers, respectively, with the bottom layer indicating bedrock). (c) Acceleration transfer function
corresponding to the soil structure in (b), exhibiting one fundamental mode at the predominant
frequencies.

Thus, our results confirm that modeling soil structure composed of a lava layer on top of a
sedimentary layer, therefore introducing velocity reversals, as either a SDOF system (e.g.,
under the west abutment of the Thjorsa brigdge) or as a 2DOF system (as in Hveragerdi) is
a robust way of estimating the predominant frequency(ies) of site amplification. This is
especially the case when details of layer thicknesses are known, but alternatively, in the
absence of such information the dynamic model may be used to infer the geologic structure
underneath the site. The results of this section related to the site effect estimation across
ICEARRAY 1 has been published in Paper 1.

Source: Rahpeyma S., Halldorsson B., Olivera C., Green R. A., and Jonsson S. (2016)
Detailed site effect estimation in the presence of strong velocity reversals within a small-
aperture strong-motion array in Iceland, Soil Dynamics and Earthquake Engineering
89:136-151.
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4.2 Shear-wave Velocity Profiling

4.2.1 Bayesian statistical inference

We propose a non-invasive method to estimate the shear-wave velocity model based on
inversion of the HVSR spectrum of microseismic measurements. Due to incapacity of the
theoretical approaches to determine the H/V spectrum where velocity reversals exist, we
take advantage of the Bayesian inversion approach of the microseismic HVSR to
approximation the most probable V; profile (a set of optimal V; models) in test stations in
two different regions with high potential seismic risk. The test stations in this study are
located in Izmir (BYN) in Turkey and Mirandola (MIR) in Italy (“soft soil””). We implement
Bayesian approach with the aim of providing a constructive framework for making inference
on different soil properties in the light of the observations. In the context of the Bayes
theorem, the unknown model parameters are assumed to be random variables and assigned
prior probability distribution logically defined based on available information or a priori
subjective beliefs (Congdon 2014; Gelman et al. 2014). As it is shown in Eq. (4.19), the prior
information about the model parameters will be updated by conditioning on the observed
data with respect to the underlying probability model.

n(0ly) « n(0)r(y|0) (4.19)

where, m(8|y) is the joint posterior distribution of the model parameters, 8 (which
represents soil properties), given the derived theoretical transfer function of the subsoil as
data, y, requires information about the sampling distribution (y|@) and also a sensible
assumption about the prior distribution (@) if it exists. In this regard, the obtained posterior
distribution integrates updated knowledge on model parameters considering knowledge
found from the observed data. In order to numerically approximate posterior density function
of model parameters, a Markov Chain Monte Carlo (MCMC) algorithm, is employed
(Gelman and Rubin 1992; Smith and Roberts 1993; Gilks 2005). MCMC is basically
applicable to almost any Bayesian modeling and is a general algorithm for simulating
independent Markov chains which has a desired target density. This procedure is mainly
carried out using the Gibbs sampling framework (Geman and Geman 1984; Casella and
George 1992) and the Metropolis algorithm (Metropolis et al. 1953) as an updating strategy
which tracks adaptation of a random walk in parameters space to define the acceptance or
rejection of the samples to converge to the specified target distribution (cf. section 2.5.3).

Bayesian convergence diagnostics

In this study, we use three different convergence diagnostics to assess the convergence of
multiple MCMC chains. First, visual inspection can expose bad mixing of Markov chains or
chaotic behavior of separate chains. Secondly, the Gelman-Rubin statistics (Gelman and
Rubin 1992) by relying on the within-chain variance to the between-chain variance tests
whether the chains all converge to the same posterior distribution. Large values (> 1.00) of
Gelman-Rubin test indicates that simulated chains have not converged to the target density.
Finally, the autocorrelation plots evaluate the exist dependency between successive samples
within each Markov chain.
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Inversion strategy

We implement the theoretical HVSR obtained based on the transfer functions of a set of
horizontally stratified, linearly elastic layers overlaying half-space excited by vertically
incident proposed by Tsai (1970) (see sections 2.3.1 and 4.1.6 for more details). The
parametrization of the theoretical HVSR is based on the assumptions of 1-D layered models
consisting of a stack of homogenous linear elastic layers over a half-space. Hence, subsoil
physical properties such as thickness (H), density (p), shear-wave velocity (V;),
compressional velocity (V,), and elastic properties for S- and P-waves (Qs and Q,) are
considered as model parameters.

Trial inversion using all model parameters reveled that due to the non-uniqueness results and
large trade-off between parameters the model cannot converge reliably. We observed that
thickness and S-wave velocity are the most influential and correlated variables. Therefore,
we set model parameter 8 = (H,V;) and fix the rest of parameters with the aim at better
convergence. It has been also proven that the theoretical transfer function chiefly depends
on S-wave velocity and depth of the subsoil and negligibly on the other soil properties (Foti
et al. 2009; Molnar et al. 2010). Therefore, in this study, @ = (H,V;) are assumed to be
unknown and the rest of parameters are defined as fixed parameters and their values can be
approximated on the basis of available geological information.

At each iteration k of the MCMC process, the unknown variables are drawn, as input for
theoretical HVSR, from a normal distribution centered at an adaptive mean (i.e., the latest
accepted value) value and pre-defined standard deviation for each layer over all chains as
can be seen in Eq. (4.20):

o, ~N (657", 03,,) (4.20)
where subscripts p = 1,2 and [ =1, ..., L indicate the model parameters indicator 8 =
(H ,V;) and the layer, respectively. The standard deviation, o, is defined based on 5% of

the mean value of the model parameters. For each model parameter at each layer, the lower
(6,,.) and upper (6, ;) bounds are chosen reasonably to avoid the inversion stick into a
wrong convergence track due to the trade-off between model parameters; however, the
boundaries should be wide enough to allow the data to determine the S-wave velocity profile
parameters (6, , < 8,,; < 6, ). The initial values of the model parameters, which are used
to produce the initial theoretical HVSR, are instinctive approximations.

As can be seen in Eq. (4.19), the Bayesian framework requires specifying prior probabilities
for all model parameters and a likelihood function. Due to the lack of precise information
about the subsoil structure, the prior probability density function of each parameter is chosen
as a uniform probability density functions on the interval 6,,;, < 6,,, < 6, ;;, such that

1 6,, <6,, <06
0 :{ ’ p'L - p'l - p'U
n( p’l) 0, otherwise

And the join prior probability density function for all the model parameters in @ is the
product of the individual prior densities. It is assumed that the probability density function
of the spectral amplitudes HVSR; (i.e., y;) in each frequency bin f; withi =1, ..., 1 (I is the
total number of frequency bins) is lognormal with parameters uy, (f;) and o3, (f,), i.e., the

(4.21)
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expected value and the variance of log(HVSR??$). So, the probability density function for
each y; within frequency bin i is given by Eq. (4.22):

(y;|6;) ~ LN(}’L’ |ty (f), O_I-ZIV(ﬂ)) (4.22)

A practical issue influencing convergence to an unbiased estimate include deleting early
samples of the Markov chain, commonly referred to as “burn-in” (a burn-in length of at least
25% of total samples is applied here). We run many sets of combination with different
number of layers, various prior assumptions and initial values, number of iterations, number
of chains, and burn-in sample size to find the most consistence results. All chains would be
analyzed together after simulating the desired number of iterations by removing burn-in part.

4.2.2 Application to IzmirNet, Turkey

Geological setting

In 2008, a small aperture local seismic network, IzmirNet, consisting of 16 stations (see
Figure 4.18) was established across the Izmir Bay (Polat et al. 2009). Historically, this region
has a prominent seismic risk due to its large and growing population and key infrastructure
which are surrounded by active faults. Figure 4.18 shows the distribution of IzmirNet
stations across the Izmir Gulf (Polat et al. 2009; Gok and Polat 2014). As can be seen in
Figure 4.18, the majority of the settlements (industrial and populated areas) are collocated
on top of Quaternary alluvial deposits around the Gulf of Izmir. The unconsolidated deposits
in the Izmir basin can significantly change the propagation of ground motions to the surface;
hence, the assessment of seismic hazard for the Izmir region is an imperative issue.
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Figure 4.18 Location of lzmirNet array (filled triangles) on geology of Izmir and simplified
geological features.

Results

The microseismic HVSR results for IzmirNet stations are presented in Figure 4.19. In this
study, we selected station BYN located on soft soil in the eastern part of Izmir Bay with a
clear fundamental frequency peak at 0.7 — 0.8. The HVSR characteristic for BYN station
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suggests that the soil column acts as a single layer on top of a high impedance contrast
between layers, where strong amplification and frequency dependent resonance are known

to occur.
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Figure 4.19 Mean microseismic HVSR +1¢ for IzmirNet stations in Izmir, Turkey.

A grid search of the MCMC initiated with a starting model whose parameters are randomly
perturbed within the bounds defined [8,, , 6] results in posterior probability distribution of
the model parameters. Figure 4.20 shows the trace plots of the model parameters for a single
layer soil profile overlaying the bed rock. Figure 4.20 represents the visual inspection of the
successive MCMC samples of the model parameters. As can be seen in the Figure 4.20, trace
plots show good mixing in successive samples to estimate the model parameters. The
posterior histograms of posterior samples after burn-in period represent unimodal posterior
distribution for thickness and S-wave velocity.
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Figure 4.20 Convergence diagnostics: trace plots of all sampling chains (N, = 20) with total
iteration (N = 20,000) and considering burn-in period (Ng = 5000) in gray based on the MCMC
simulations; model parameters posterior histogram; Gelman-Rubin plots; autocorrelation plots
based on the MCMC simulations until lag 50 for a single-layer soil structure (gray bars),
autocorrelation function after thinning of scale 5 (red bars).

Figure 4.21(a) shows the observed and the initial theoretical HVSR model obtained based
on the initial assumption of V; profile. It should be noted that we invert the observed HVSR
over the nominated range of frequencies defined around the fundamental frequency (grey
area in Figure 4.21(a)). It may be argued that at relatively high frequency, no HVSR peak
associated to a shallow stratigraphic horizon can be observed; thus, the basic requirement
for the proposed procedure to concentrate around the fundamental mode could be satisfied.
Furthermore, in the seismic microzonation practice, attention has generally only been paid
to the main resonance frequency, which is the largest HVSR peak, while other stable humps
and troughs in the curve were not considered. As can be seen in Figure 4.21(a), the initial
model is considered to be different from the observed HVSR. Furthermore, we assumed a
wide range of model parameters space with small jumping steps (0.05 times of model
parameters values at each iteration) which let the synthetic models converge to the highest
probability ratio obtained by sampled model parameters. According to the available
geological data, BYN station sits directly on top of an alluvial deposit layer of around 180 —
200 m depth. It is explicit in Figure 4.21(b) that for a single-layer model the mean posterior
of sedimentary layer thickness over the half-space is estimated around 200 m with ~50 m
of standard deviation that is in very good agreement with available information.
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Figure 4.21 (a) The observed (black) and standard deviation (dotted red) HVSR of microseismic
recordings, initial (blue), and determined theoretical HVSR from Bayesian MCMC inversion
(magenta) for a single-layer subsoil structure at BYN station. (b) initial and final S-wave velocity
model (c) joint marginal probability distribution from inversion of the microseismic data.
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We found that increasing the number of parallel chains can reasonably lead to better
convergence due to producing more combination of the input parameters and generating
more synthetic HVSR curves. In this regard, within the MCMC grid search all perturbations
start around different initial parameters values. Hence, the determined Vg profiles with this
approach and the associated uncertainties would be reliable. Although with a single-layer
subsoil structure we could quantitatively estimate model parameters’ characteristics, the key
question is that to what extent a detailed V; profile can be extracted from the recorded data?
It is noteworthy that due to complexity of the subsoil structure, non-linearity of the model,
and non-uniqueness solution for the inversion process, it is likely that a single-layer model
cannot precisely capture the subsoil structure. In soil properties inversion problems, defining
enough parameters (e.g. number of layers, fixed or dynamic model parameters) is essentially
critical to estimate a proper resolution for layering and parametrization.

We conduct a blind test over the number of layers to consistently investigate the best
resolution of model parametrization. Therefore, we continue adding the number of layers as
far as the posterior distributions of model parameters do not provide any consistent
information. The effect of increasing the number of layers is shown in Figure 4.22 the
marginal posterior probability distributions of a five-layer model over bedrock parameters
for H and V; by illustrating.
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Figure 4.22 (a) The observed, initial, and posterior theoretical HVSR model obtained from Bayesian
MCMC inversion for a 5-layer subsoil structure at BYN station, Turkey; (b) S-wave velocity prrofile
for the initial (blue) and posterior (magenta) model; (c) Correlation matrix of posterior samples of
model parameters; (d) posterior histograms for thickness (H) and S-wave velocity (Vs).

As can be seen in Figure 4.22(a-b), although the initial V profile and HVSR model behaves
differently, the posterior model fits the observed HVSR very well and the estimated depth
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of the sedimentary layer over the half-space is around 180 — 190 meter. Figure 4.22(c)
illustrates the correlation matrix and evaluate the correlation between posterior model
parameters. Contrary to the relatively high correlation for a single-layer subsoil structure (cf.
~80% in Figure 4.22(c)), the correlation between model parameters of a multi-level subsoil
structure is not large (~ + 30 —40%). The negative and positive correlation can be
observed between thicknesses and S-wave velocities of layers. The posterior histograms of
thickness and S-wave velocity for each layer are shown in Figure 4.22(d). As can be seen
the obtained posterior distributions of specifically thickness are weakly informative with
large uncertainties for deeper layers comparing to the shallower layers. In order to confirm
the efficiency of the inversion results is finding the predominant frequency from posterior
simulations of model parameters we calculate the natural frequency of the soil, f,,, using the
harmonic average defined in Eq. (4.23):

£, = (2n—-1)
n /L o (51_) (4.23)

where n is the mode number, H; is the thickness and V;; is the shear-wave velocity for the

it" soil layer, and L refers to the number of layers overlaying the half-space. The estimated
mean posterior predominant frequency (f;,) for a five-layer subsoil structure over half-space
estimated in Figure 3 for station BYN is 0.63 Hz with the posterior 95% interval of 0.58 —
0.72 Hz which is in approximately good agreement with the experimental fundamental
frequency of 0.70 Hz.

4.2.3 Application to Mirandola, Italy

Geological setting

Mirandola city sits on the Po river plain in North Italy. As can be seen in Figure 4.23, the
subsoil structure of the region is mainly characterized by layers of alluvial deposits with
sandy horizons and silty-clayey layers overlaying a stiff rock layer of marine and transitional
deposits of lower-middle Pleistocene age (Garofalo et al. 2016a, b; Cox and Teague 2016;
Tarabusi and Caputo 2017). As can be seen in Figure 4.23 The city is located near the
epicenter of the recent Emilia seismic sequence in 2012 (Anzidei et al. 2012). The invasive
tests indicate that I, profile is rather plain and smooth with no abrupt velocity contrasts until
the top soft sedimentary layer is reached the stiff soil at a depth between 110 and 120 m (Cox
and Teague 2016).

The continuous microseismic recordings of a minimum 60-minute duration were collected
at Mirandola station (MIR). The signals at three components were sampled at 200 Hz
sampling frequency with continues GPS synchronization. The same data processing routine
as applied for BYN station was implemented for MIR station. MIR station is located on flat
ground and it is rather quiet and at the boarder of a residential area, without noisy facilities.
As can be seen in the insert figure on top right of Figure 4.23, there is a clear and sharp peak
at fundamental frequency at ~0.7 — 0.8 Hz which indicates a strong velocity contrast within
depth.
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Figure 4.23 Geological and tectonic sketch map of the buried Northern Apennines fold-and-thrust
belt. Stars represent the epicenters of 20 May (M,6.1) and 9 May (M,,5.9) 2012 earthquakes
(Tarabusi and Caputo 2017). The insert figure on right top shows the observed HVSR form
microseismic measurements with a Konno and Ohmachi smoothing coefficient B = 20 for MIR
station.

Results

The same inversion framework was applied for the Mirandola station. The sharp peak of the
HVSR curve at MIR station can be modeled by a column of soft soil sits over the hard rock.
We run minimum N, = 30 chains of a total length of N, = 30,000 iterations by considering
Ng = 5,000 samples as burn-in period for different model sets. The initial results from a
single-layer soil structure in addition to the convergence diagnostics results for MIR station
is shown in Figure 4.24.
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Figure 4.24 Convergence diagnostics: trace plots of all sampling chains (N, = 30) with total
iteration (N = 30,000) and considering burn-in period (N = 5000) in gray based on the MCMC
simulations; model parameters posterior histogram; Gelman-Rubin plots, the blue line denotes the
median of Gelman-Rubin statistics as a function of iterations; autocorrelation plots based on the
MCMC simulations until lag 50 for a single-layer soil structure (gray bars), autocorrelation function
after thinning of scale 5 (red bars).

Figure 4.25(a-b) represent the initial and the obtained HVSR and V, profile using mean
posterior of model parameters. Figure 4.25(c) highlights the strong trade-off between model
parameters using marginal probability distribution of the model parameters. We gradually
increase the number of layers as far as the posterior distributions of model parameters do not
provide any consistent information for the layers. Figure 4.26 shows a three layers subsoil
structure for MIR station.
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Figure 4.25. (a) The observed (black) and standard deviation (dotted red) HVSR of microseismic
recordings, initial (blue), and determined theoretical HVSR from Bayesian MCMC inversion
(magenta) for a single-layer subsoil structure at BYN station. (b) initial and final S-wave velocity
model (c) joint marginal probability distribution from inversion of the microseismic data.
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Figure 4.26 (a) The observed, initial, and posterior HVSR obtained from Bayesian MCMC inversion
for a 3-layer subsoil structure at MIR station, Italy; (b) S-wave velocity profile for the initial (blue)
and posterior (magenta) model; (c) Correlation matrix of posterior samples of model parameters;
(d) posterior histograms for thickness (H) and S-wave velocity (V). The red thick lines and red
dashed lines show posterior mean and posterior 95% percentile.

The results of this section have been presented in Paper IV.

Source: Rahpeyma S., Halldorsson B., Hrafnkelsson B., Green R. A., Polat O., and Jonsson
S. (2018b). Estimate of shear-wave velocity profile using microseismic Horizontal-to-
Vertical Spectral Ratios inversion. Soil Dynamics and Earthquake Engineering, (manuscript
completed)
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4.3 Spatial Model of Ground Motion Amplitudes

Due to uniformsite condition across ICEARRAY I insignificant variability in ground motion
amplitudes was expected; however, As can be seen in considerable variations in PGA and
peak-ground velocity (PGV) were observed during the recorded ground motions of the main-
shock and aftershocks (Halldorsson and Sigbjornsson 2009; Douglas and Halldorsson 2010;
Rahpeyma et al. 2016). It is noteworthy that no azimuthal dependency was captured for
ICEARRAY | recordings (Rahpeyma et al. 2016). Rationally, this variation is more
highlighted across ICEARRAY 11 as a result of the variability of subsoil structure. It is well
acknowledged that localized geological structure can significantly vary within short
distances and influence site responses (Bessason and Kaynia 2002; Di Giacomo et al. 2005;
Rahpeyma et al. 2016). Consequently, quantifying the origins of strong-motion variability
over the relatively small area can have important effects on structural applications.
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Figure 4.27 Spatial distribution of the normalized PGA across ICEARRAY | using aftershocks from
29 May 2008 M,6.3 Olfus earthgquake.

In this section a spatial distribution model for peak ground accelerations recorded by
ICEARRAY 1 and Il strong-motion stations will be presented with the aim of decomposing
source, propagation path, and localized site effects. The proposed method is on the basis of
the Bayesian statistical framework to provide better understanding of distribution of strong-
motion amplitudes as well as quantifying the corresponding variabilities. The proposed
model, the so-called Bayesian Hierarchical Model (BHM), offers a flexible probabilistic
framework for multi-level modeling of earthquake ground motion parameters. A BHM
usually consists of three levels, referred to as the data level, the latent level, and the hyper-
level. The first level (data), describes the distributional model for the observation
conditioned on the model parameters. The latent level describes the distribution of the model
variables which are conditioned on the parameters in the third level (hyper), the so-called
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hyperparameters (i.e. mean and standard deviation of model parameters distribution). The
third level consists of prior distributions for the model parameters at the data and latent
levels.

The observed log;, PGA, is modelled with a normal distribution at the data level of the
BHM. Let Y, represent the base 10 logarithm of PGA for event e at station s. The proposed
model, consists of independent terms, can be presented as Eq. 4.25:

Yes = U(Me, Res, D, B) + 8B, + 655 + 8WSes + ORes (4.24)

e=1,...,N, s=1,..,0

where u.s = u(M,, R,,, D,, B) is the predicted median ground motion that is a function of
independent variables (magnitude, hypocentral distance and depth of the origin) for event e
and station s, 6B, is the event effect which denotes the over-all effect of event e in addition
to the predicted median ground motion u., 65, is the station effect for station s, SW S, is a
spatially correlated event-station effect, and 6R, is an independent error term representing
unmodeled effects or other factors that are not accounted for. The terms SWS,; and 6R,, are
assumed to follow Gaussian distributions, thus, conditioned on u., 6B, and 8S, then Y,¢
also follows a Gaussian distribution.

The term u,s is a commonly-used linear predictive function for median ground motion.
Although there are different functional forms, in this study, we nominate the most
commonly-used and less complicated model. The nominated predictive model links PGA to
the local magnitude of the e-th earthquake, M,, the hypocentral distance from e-th event to
s-th station, R,, and the depth of the origin of the e-th earthquake, D,:

fes = P1 + P2Me + B3logio(Res) + BaDe (4.25)

The coefficients g = (ﬁl,ﬁz,ﬁ3,ﬁ4) correspond to the particular area and volume under
study in which the seismic waves travel on their way to the surface, reflecting peculiarities
of the local seismic regime and geological structure. The station terms, §S,, are modeled as
a mean zero Gaussian distribution with an exponential form of covariance function from the
Matérn family with marginal variance ¢Z,¢ which describes the inter-station variability and
Ag,s as the range parameter (read Paper Ill for more details). The event-station terms,
SWS,,, defined as spatially correlated variables from a zero mean Gaussian field governed
by a covariance function from the Matérn class with marginal covariance ¢2; and range
parameter Agg.

The total variance of Y,,, when conditioning on M,, R,., and D,, can be calculated as the
sum of the inter-event variance 72, the inter-station variance ¢Z,, the event-station variance
¢Z,, and the variance of the unmodeled effects and other unaccounted factors, ¢p:

or = Jrz + péys + P + DR (4.26)

The inter-event variance (72) quantifies the variations between events after taking the effects
of M,, R, and D, of each event into account. The inter-station variance (¢%,5) quantifies
the variability in the station effects that stems from the varied local geological conditions. In
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other words, the inter-station variance represents the systematic deviation of the observed
amplification at the specific station from the median amplification predicted by the model.
The event-station variance (¢Z2), on the other hand, is a measure of the spatial variability in
PGA between stations within events after taking into account the overall effect of the event
and the average effect of each station. Finally, the variance parameter ¢3 quantifies jointly
the variability in the unmodeled effects that are not accounted for with other terms.

In the proposed BHM, the vectors of j = (B, ¥, @) and 6 = (G, Oy, O¢, B¢, 04) Were defined
as latent parameters in the second level and hyperparameters in the third level, respectively.
In order to infer n and @ we used a Gibbs sampler (Geman and Geman 1984; Casella and
George 1992), an iterative Markov Chain Monte Carlo (MCMC) sampling algorithm, with
Metropolis step in each iteration (Metropolis et al. 1953; Hastings 1970). We analyzed 610
earthquake events recorded in 10 ICEARRAY | strong-motion stations. Likewise, for
ICEARRAY Il we used 14 and 11 events from the October 2012 and April 2013 sequences,
respectively, recorded on 6 strong-motion stations. To eliminate the path effects from
ICEARRAY Il recordings, we split the data set into two groups (i.e. October 2012 and April
2013) and set up the BHM separately for each data set.

Results

We used four parallel Markov chains of total length of 8,000 samples and considering the
first 25% of iterations (2,000) as burn-in period when analyzing the ICEARRAY | data. In
the case of ICEARRAY Il however, more samples were required to get the convergence due
to lack of data points compared with the ICEARRAY | dataset. Thus, all 4 chains used for
the BHM proposed for ICEARRAY |1 were sampled with a total length of 20,000 iterations
where the first 25% iterations (5,000) were used as burn-in period. The accuracy of the
obtained model was diagnosed both visually in addition to the Gelman-Rubin Statistics and
autocorrelation function (Gelman and Rubin 1992).

Hyperparameters inference

The posterior mean, standard deviation and 95% percentiles of the hyperparameters for
ICEARRAY I and Il are presented in Table 4.4. A key point to evaluate how well the model
fits to the data is the variation of the parameters in addition to its posterior distribution. A
close scrutiny on the posterior distribution of the hyperparameters in Figure 4.28 indicates
that the ICEARRAY | results are well obtained with low variation and narrow with
distribution in comparison to the ICEARRAY 11 results. Undoubtedly the extensive dataset
recorded on the ICEARRAY 1 allow a robust and more reliable estimation of the
hyperparameters of the BHM. Nevertheless, we cannot exclude also contributing effects of
greater variability of local geology and topography of the ICEARRAY 1.

Table 4.4 Posterior mean, standard deviation and 95 percentiles of 8 for ICEARRAY | and Il

ICEARRAY I ICEARRAY lI

6 ICEARRAY | (swarm 2012) (swarm 2013)
mean  SD (25,975 % mean SD (25,97.5)% mean SD (2.5, 97.5) %
t 0198 0.007 (0.185,0.211) 0.222 0.059 (0.129,0.359) 0.149 0.065 (0.043,0.306)
¢s,s 0.092 0.024 (0.057,0.151) 0.197 0.073 (0.099,0.383) 0.218 0.082 (0.112,0.428)
¢ss 0.116 0.003 (0.114,0.123) 0.052 0.032 (0.009,0.135) 0.098 0.035 (0.032,0.179)
¢r 0.058 0.002 (0.056,0.061) 0.053 0.007 (0.040,0.065) 0.065 0.019 (0.023,0.098)
Ags 0.282 0.018 (0.250,0.319) 1.851 1.216 (0.180,4.767) 1.062 0.797 (0.204, 3.026)
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Figure 4.28 Posterior histograms of hyperparameters, 8, for ICEARRAY | (1% row) and ICEARRAY

11 (2" and 3™ rows for swarm 2012 and swarm 2013, respectively). The red solid and dashed lines
show posterior mean and posterior mean +1 posterior standard deviation, respectively.

Latent parameters inference

As can be seen in Table 4.5 the inference of Ss, i.e., the constant coefficients of nominated
GMM (Eq. (4.25)) in the BHM formulation, resulted in well-simulated posterior samples for
ICEARRAY |. However, the obtained results for ICEARRAY Il datasets, indicate extremely
large standard deviations, indicating unreliable results, most likely due to the lack of data.

Table 4.5 Posterior mean, standard deviation and 95 percentiles of g for ICEARRAY | and Il

ICEARRAY II ICEARRAY II
g ICEARRAY I (swarm 2012) (swarm 2013)

mean SD  (2.5,97.5)% mean sD (25,975 % mean SD (25,975 %
g, 088 005 (079,098 -10.89 859 (-27.43,6.10) -1.25 157 (-4.32,1.93)
g, 071 002 (0.68,0.74) 096 0.16 (0.63, 1.28) 0.47 0.08 (0.31,0.63)
g, -2.86 008 (-3.01,-272) 3.61 457 (-5.43,1245) -0.34 091 (-2.18, 1.46)
g, 009 001 (0.08,0.11) 0.02 003 (-0.050.08) 0.00 0.01 (-0.02,0.03)

Despite the high correlation between station terms, the posterior density of the inter-station
variance ¢2, is indeed different from zero, confirming that the amplitude of the spatial field
6S(*) is different from zero. This strongly indicates that site effects influence the PGA
parameter. On closer scrutiny, the station terms for stations 1S601, 1S604, and 1S611 are
significantly affecting (either positively i.e., amplifying, or negatively i.e., de-amplifying,
relative to the mean) the earthquake strong-motion intensities (see Table 4.6), based on the
95% marginal posterior intervals for the individual §S’s across ICEARRAY 1. In particular,
the impact of station term value for station 1S601 (95% confidence interval is [0.07; 0.20])
is estimated to intensify the earthquake ground-motions, whereas &S values for stations
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1S604 (95% confidence interval is [-0.15; -0.02]), and 1S611 (95% posterior interval is [-
0.15; -0.02]) are expected to diminish the seismic ground motions. On the other hand, the
rest of the station terms are not statistically significant from one another. For instance, a 95%
confidence interval for station 1S609 is [-0.05; 0.08] with an amplifying mean value of 0.01.

Table 4.6 Posterior mean, standard deviation and 95 percentiles of 85 for ICEARRAY |

ICEARRAY |

Station ~ mean SD (2.5, 97.5) %
5s, 18601 0.14 0.03 (0.07,0.20)
5s,  1S602 -0.04 0.03 (-0.11, 0.02)
5S, 15603 -0.06 0.03 (-0.13, 0.00)
5s, 1S604 -0.08 0.03 (-0.15, -0.02)
5Ss 15605 0.06 0.03 (-0.01,0.12)
58S, 15607 0.05 0.03 (-0.01, 0.11)
5s, 15608 0.04 0.03 (-0.03, 0.10)
55y 15609 0.01 0.03 (-0.05, 0.08)
5S,  1S611 -0.08 0.03 (-0.15, -0.02)
58, 15612 -0.04 0.03 (-0.01, 0.02)

6S

As can be seen in Table 4.7, the same statistical analysis on ICEARRAY II’s station terms
with regards to their contribution to overall amplification or de-amplification, relative to the
mean PGA across the array, found no significance (i.e., negative 2.5% percentile and
positive 97.5% percentile), primarily due to the large standard deviations of the station term
posterior distributions. As more data is being recorded however, it is expected that
significant site-effects will be revealed at ICEARRAY I1.

Table 4.7 Posterior mean, standard deviation and 95 percentiles of 85 for ICEARRAY I

ICEARRAY Il (swarm 2012) ICEARRAY Il (swarm 2013)
Station  mean SD (2.5,97.5) % mean SD (2.5,97.5) %
§s, 1S202  -0.07 0.11 (-0.30, 0.16) - - -

§s, IS701  -0.01 0.11 (-0.24,0.21) -0.03 0.13 (-0.29, 0.23)
§S, 1S702  -0.17 011  (-0.40, 0.06) -0.18 013 (-0.44,0.08)
ss, IS703 024 011 (0.01, 0.47) 0.09 0.13 (-0.17, 0.35)
5S; I1S704  -0.05 0.1 (-0.28, 0.18) 0.03 0.13  (-0.23,0.29)
8s, 1S705 023 011 (0.00, 0.46) 0.28 0.13 (0.02, 0.55)
5s, 15707 - - - 0.01 0.13  (-0.25,0.27)

éS

Figure 4.29 shows the comparison of the obtained station terms from ICEARRAY I and II.
It is noteworthy that posterior distributions of station terms specify to what relative extent
PGA can be expected to be either higher or lower than the mean PGA over the array.
Contrary to the ICEARRAY I, the ICEARRAY |1 station terms are not well constrained as
they have considerably large standard. It is largely due to the complexity of station
conditions and limited data.
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Figure 4.29 Posterior mean and standard deviation of the station term for (a) ICEARRAY | (grey
symbols), and (b) ICEARRAY II (red symbols for swarm 2012, and blue symbols for swarm 2013).

Even though large station term variabilities for ICEARRAY Il, mapping the spatial
distribution of mean posterior of the station terms and mean log;, PGA confirms good
agreement between spatial distribution patterns across both arrays (see Figure 4.30 and
Figure 4.31). As can be seen in Figure 4.29(b), the station terms follow almost the same
trend for both data sets across ICEARRAY II; however, the obtained mean values (except
IS703) and standard deviations are slightly larger for the 2013 event. It is noteworthy that
although stations 1S703 and 1S705 with interstation distance of 210 m in the western part of
the array are the closest stations, their obtained station terms are noticeably different. The
only convincing explanation for such difference can be related to the station locations in
which station 1S703 sits on the edge of the southern terraces of the town and different wave
direction can largely affect the station term while station IS705 is placed in the middle of the
terraces.

Variabilities

The inference of the hyperparameters for ICEARRAY | shows that inter-event standard
deviation is larger than intra-event standard deviation which consists of both inter-station
and inter-record variabilities (see Table 4.4). In general, the inter-event variability in
empirical GMMs is reported to be smaller than intra-event variability (Strasser et al. 2009;
Kuehn and Scherbaum 2015); however, the inter-event variability obtained for ICEARRAY
| is larger than the intra-event variability. This is mainly due to the relatively uniform site
conditions and also similar wave propagation across the region. In contrast, from the
ICEARRAY 11 results intra-event variability appears higher than the inter-event variability
(Table 4.4). Contrary to the ICEARRAY 1, the strong-motion recorded by ICEARRAY 11
are characterized by small spatial dimensions of source regions compared to large
hypocentral distances of ~50-80 km (cf. Figure 4.2). Especially for the 2012 events which
are located in the same small source region on the HFF, while the 2013 event locations are
distributed over the GOR lineament as a result have a wider azimuthal range. But, an
important factor is the relative size differences of the datasets between ICEARRAY |II
compared to ICEARRAY .
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Figure 4.30 Mapping the spatial distribution of normalized (a) and (c) mean of log10PGA, (b) and
(d) posterior mean of station terms for ICEARRAY |1 stations obtained from swarm 2012 and 2013.
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Figure 4.31 Mapping the spatial distribution of normalized (a) mean of log10PGA and (b) posterior
mean of station terms for ICEARRAY | stations obtained from aftershocks of 2008 Olfus earthquake.

The proposed BHM quantifies the observed variabilities and the relative contributions of the
earthquake and path effects, localized station effects, and their interdependent effects,
respectively, to those variabilities of array peak ground accelerations. The inference of the
posterior distribution of the latent parameters as well as the hyperparameters obtained for
ICEARRAY I and Il indicates significant station-effects with respect to local geology and
topography. The large difference in confidence limit in the results depending on the size of
the dataset emphasizes the need for more detailed geological measurements and analysis of
the ground motion characteristics across relatively small areas where relative differences of
ground motion intensities are of interest and importance, such as in urban areas near active
faults. More detailed results of this section have been presented in Paper Il and I11.

Source:

a) Rahpeyma S., Halldorsson B., Hrafnkelsson B., and Jonsson S. (2018) Bayesian
hierarchical model for earthquake peak ground acceleration recorded on a small-
aperture array, Environmetrics, 29(3).

b) Rahpeyma S., Halldorsson B., Hrafnkelsson B., Green R. A., and Jénsson S. (2018a)
Site effect estimation on two Icelandic strong-motion arrays using a Bayesian
hierarchical model of spatial variation of earthquake peak ground acceleration, Soil
Dynamics and Earthquake Engineering, (accepted, in press)
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5 Conclusion and Future Perspectives

5.1 Summary

The South Iceland and Tjornes Fracture Zones are the regions in Iceland that possess the
greatest potential for large and destructive earthquake occurrence. In Iceland, standard
earthquake engineering practice generally assumes that the site conditions across small
distances are identical. Hence, for an urban area of relatively uniform building stock
subjected to strong earthquake ground motions, a uniform damage distribution can be
expected. This condition would have been the case for the South Iceland due to relatively
uniform site conditions (i.e., surficial lava-rock or old exposed bedrock) across the region.
However, the preliminary analysis of the strong-motion data recorded by ICEARRAY | after
2008 Olfus earthquake showed strong variation in the site responses across short distances
(~1.23 km?). The same variations have been observed by analyzing 2012 and 2013 swarms
recorded by ICEARRAY I1 in the North Iceland with more complex and sedimentary origins
subsoil structures. Therefore, in this thesis various aspects, methods, and data sets of site
effects investigation with focus on earthquake engineering applications have been explored.

A comprehensive site effect analysis has been employed across ICEARRAY | (Hveragerdi,
South Iceland) and ICEARRAY |1 (Husavik, North Iceland) by applying Standard Spectral
Ratio (SSR) and Horizontal-to-Vertical Spectral Ratio (HVSR) methods using microseismic
measurements as well as earthquake strong-motion recordings. The results between the
methods are consistent and show that while the amplification levels remain relatively low,
the predominant frequency varies systematically between stations and is found to correlate
with the geological units. In particular, for stations on lava-rock the underlying geologic
structure is characterized by repeated lava-soil stratigraphy characterized by reversals in the
shear wave velocity with depth.

In order to estimate the shear-wave velocity model as the most common and practical
indicator of site conditions in geological and earthquake engineering applications, two
different frameworks have been proposed for different site conditions (1) regular velocity
profiles i.e., monotonically increasing shear-wave velocity and density values with depth
and (2) velocity profiles with reversals i.e., where a stiff lava layer lies on top of softer
sediment, leading to a sudden decrease in the shear wave velocity with depth. The latter is
common subsoil feature in geological younger parts of Iceland. For the first subsoil structure
we proposed a practical method based on the inversion of the observed microseismic HVSR
spectrum. The inversion scheme is set up in the context of the Bayesian framework using
Markov chain Monte Carlo (MCMC) technique with Metropolis steps in order to explore
the space of model parameters and find the best fitting family of subsoil properties along
with their associated variabilities. The theoretical HVSR spectrum are calculated through
body-wave approximation as a reliable estimate for subsoil structure of the sedimentary
layers overlaying the half-space. The proposed technique has been assessed using
microseismic recordings from two nominated station from IzmirNet (Turkey) and Mirandola
(Italy). Nevertheless, we investigated that standard modeling of the HVSR using vertically
incident body waves is not applicable for regions characterized by velocity reversals.
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Instead, modeling the soil structure as a two-degree-of-freedom dynamic system is found to
capture the observed predominant frequencies of site amplification.

Finally, we developed a ground motions model for peak ground accelerations from ground
motion databases recorded by the Icelandic arrays using a Bayesian Hierarchical Model
(BHM). The BHM allows the partitioning of the model into event, station, and event-station
terms, which in turn allows the relative contributions of source, path, and site effects to be
quantified. The results indicate that site effects influenced the motions across both
ICEARRAY I and Il. Although the site conditions across ICEARRAY | have been classified
as uniform (i.e., “rock” with relatively flat topography), site effects contribute ~13% to the
total variability in the amplitudes of predicted ground motions across the array. In contrast
to ICEARRAY |, the variation of the geologic profiles and topography is much greater across
ICEARRAY II. As a result, the site effects contribute ~37%-55% (using different data sets)
to the of the total variability in the amplitudes of predicted ground motions across the array,
with the contributions being less constrained for ICEARRAY Il than ICEARRAY | due to
the relative sizes of the recorded ground motion databases. These results facilitate our
understanding of the key factors that affect the variation of seismic ground motions across a
relatively small area. Such a detailed microzonation is of great importance for earthquake
hazard assessment on a local scale and has practical implications for engineering decision
making.

5.2 Future Work

Following the main objective of the first paper in this thesis and take advantage of the
proposed forward modeling of the soil structure as a two-degree-of freedom dynamic system
to capture the observed predominant frequencies of site amplification, an inversion
framework can be set to estimate the most probable subsoil structure in the presence of the
strong velocity reversals. Theoretically, an inversion scheme can be set up in the context of
the Bayesian statistical framework using the Markov Chain Monte Carlo (MCMC) technique
along with the Metropolis step algorithm in order to explore the space of model parameters
and find the best fitting family of subsoil properties.

The characterization of the spatially correlated ground motion parameters is of great value
and importance and extension the current research would be treasured. While the peak
ground acceleration was the ground motion parameter studied in this thesis, the efficiency
of the proposed BHM in this study becomes particularly beneficial and other ground motion
parameters can be obtained using the same methodology, such as peak ground velocity, the
pseudo-spectral accelerations/velocities/displacements, ground motion duration, etc.
Therefore, the next logical step of the current study would be integration the proposed model
to estimate the spatial correlation of peak ground motions and response spectra. As a result,
the correlation coefficients of different ground motion parameters between the response
spectrum at different frequencies can be calculated. It is noteworthy that the correlation
coefficients between ground motion parameters are highly important for the estimation of
joint hazard or the conditional mean spectrum which has not been implemented for Iceland
yet. In this approach, contrary to the previous studies, we will show how one can estimate
jointly a ground motion model and the correlations.

Despite of using dense recordings of the Icelandic arrays to determine the spatial distribution
of the ground motion amplitudes in local scale, the ISMN recordings can be used in order to
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decompose ground motion parameters into source, path, and site terms in particular to
quantitatively estimate the regional effects in macroscale. Subsequently, the proposed
modeling will provide the opportunity for the first time in Iceland to develop partially (e.qg.,
single station) or fully non-ergodic GMMs to quantitatively determine source, path and site
effects and their associated variabilities which are highly essential for seismic hazard
analysis in Iceland.

The proposed BHM in this research project enables us to quantitatively estimate the level of
site terms without engaging the Vg3,. To date, the site term for almost all the GMMs is
defined as a function of Vg3, namely the most common indicator to determine the site.
Therefore, implementing the proposed BHM can help us to quantitatively investigate how
reliable is this indicator for different site classes. The performance of various site-condition
proxies in commonly used GMMs in Iceland will be examined under the Bayesian
framework. Different site proxies such as Vs, and slope, which are generally considered a
priori as more relevant for short period ground motions, and f, (predominant frequency)
along with Hg,, (the depth beyond which V, exceeds 800 m/s) that should in principle be
more suitable for long periods as well as different combination of site proxies will be
examined. The results will pioneeringly investigate the velocity reversals effects on site-
effects proxies.

Moreover, the proposed BHM modeling can be very helpful when we do not have reliable
information about the geological structure of the stations. In general, in the author’s opinion,
implementation of the proposed statistical BHM model for spatial observations to other areas
in the world along with future improvements of the modeling and components, presents an
interesting and vivid area of future research.

Such analyses facilitate the understanding of the key factors that affect the variation of
seismic ground motions across a relatively small area. The resulting detailed microzonation
is of great importance for earthquake hazard assessment on a local and macro-scale, with
practical implications for engineering decision making e.g., for urban planning and
microzonation studies.

Finally, array data is especially practical when applying array processing techniques which
are powerful tools in quantifying the geophysical and geological characteristics of the array
area. Hence, the available data recorded by ICEARRAY | and Il provides unique opportunity
to analyze and model seismic wave propagation across Hveragerdi and Husavik using array
processing techniques. In this basis, one of the main objectives of our future work will be
two-dimensional shear-wave velocity structure estimate using seismic travel time inversion.
The inversion scheme will be defined based on ray tracing in the context of the Bayesian
statistical framework using the Markov Chain Monte Carlo (MCMC) technique along with
the Metropolis step algorithm. On the one hand, the obtained distinct subsoil structures and
their associated variabilities will be used to construct a two-dimensional model of the subsoil
overburden underneath Hveragerdi and Husavik implementing a geostatistical interpolation
technique known as Kriging method. As the result, the spatial distribution of the lava flow
and sedimentary strata will be estimated.
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The rock site characterization for earthquake engineering applications in Iceland is common due to the
easily exposed older bedrock and more recent volcanic lava rock. The corresponding site amplification is
generally assumed to be low but has not been comprehensively quantified, especially for volcanic rock.
The earthquake strong-motion of the M, 6.3 Olfus earthquake on 29 May 2008 and 1705 of its after-
shocks recorded on the first small-aperture strong-motion array (ICEARRAY I) in Iceland showed con-
sistent and significant variations in ground motion amplitudes over short distances ( <2 km) in an urban
area located mostly on lava rock. This study analyses the aftershock recordings to quantify the local site
effects using the Horizontal to Vertical Spectral Ratio (HVSR) and Standard Spectral Ratio (SSR) methods.
Additionally, microseismic data has been collected at array stations and analyzed using the HVSR
method. The results between the methods are consistent and show that while the amplification levels
remain relatively low, the predominant frequency varies systematically between stations and is found to
correlate with the geological units. In particular, for stations on lava rock the underlying geologic
structure is characterized by repeated lava-soil stratigraphy characterized by reversals in the shear wave
velocity with depth. As a result, standard modeling of HVSR using vertically incident body waves does
not apply. Instead, modeling the soil structure as a two-degree-of-freedom dynamic system is found to
capture the observed predominant frequencies of site amplification. The results have important im-
plications for earthquake resistant design of structures on rock sites characterized by velocity reversals.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

single earthquakes or in earthquake sequences of magnitude 6-7
events over a period lasting from weeks to years. The causative

Iceland is the largest subaerial part of the Mid-Atlantic Ridge
where the North American and Eurasian crustal plates are drifting
apart with an average rate of approximately 2 cm/year (Fig. 1) [1-
3]. Passing across Iceland from south to north, the onshore part of
the plate boundary is shifted eastward, resulting in two transform
zones: the South Iceland Seismic Zone (SISZ) in the south and the
Tjornes Fracture Zone (TFZ) in the north. The largest and most
populous agricultural region in Iceland is located in the SISZ for
which the seismic potential and characteristics has been well
documented on the basis of historical seismicity. It is known as a
region in which destructive earthquakes occur, either as strong
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faults of strong earthquakes in the SISZ occur as parallel and near
vertical north-south striking faults, which is perpendicular to the
underlying east-west trending plate boundary [4-13].

Earthquake strong-motion in Iceland has been monitored over
the last three decades by the Icelandic strong-motion network
(ISMN) which is owned and operated by the Earthquake En-
gineering Research Centre of the University of Iceland. At present,
the network consists of 40 free-field stations that are primarily
located in the SISZ and the TFZ, along with several key strong-
motion stations in urban centers and key infrastructures such as
hydroelectric and geothermal powerplants, dams, hospitals,
bridges etc. Additionally, the first Icelandic strong-motion array
(ICEARRAY I) was deployed in 2007 in the town of Hveragerdi in
the SISZ. The ICEARRAY I consists of 13 strong-motion stations
with interstation distances of only 50-1900 m [8], in contrast to
the more typical ISMN interstation distances of 5-10 km in the
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Fig. 1. (a) North-south trending alignments of aftershock locations (blue circles) recorded by ICEARRAY I after the 29 May 2008 Olfus earthquake (red star) in southwest
Iceland indicate the location of the causative faults (approximated by the red dashed lines), The ICEARRAY I stations (red dots) are located within the town of Hveragerdi (red
dashed rectangle). (b) Map of Hveragerdi showing the locations of the twelve ICEARRAY I strong motion stations (red circles) (c) Map of Iceland showing the rough location
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recordings at each ICEARRAY I station and (e) the number of events recorded by a given number of stations. (For interpretation of the references to color in this figure legend,

the reader is referred to the web version of this article.)

SISZ [14]. During the 29 May 2008 M,, 6. 3 Olfus earthquake and its
aftershock sequence, the ICEARRAY I recorded the strong-motions
of the mainshock and 1705 of its aftershocks [8,15]. The main
shock recordings were characterized by intense ground accelera-
tions of relatively short durations (5-6s) and large amplitude
near-fault velocity pulses. Despite the relatively small interstation
distances of the array considerable variations of earthquake
ground motion amplitudes and frequency content were observed.
The geometric mean of the horizontal peak ground acceleration
(PGA) varied from about 44% to 88% of the acceleration of gravity
(g) and peak ground velocity (PGV) from 26 to 62 cm/s [8]. Similar
variations of relative amplitudes of the recorded aftershocks have
also been reported but not yet fully investigated [15].

The spatial variation in amplitude and frequency content of
earthquake ground motions can be attributed to wave propagation
effects and localized site effects. During recent decades, it has been
recognized that propagation of seismic waves may vary sig-
nificantly due to local geological and geostructural settings, even
over relatively small distances [16,17]. In general, motions re-
corded on sites classified as "soil" are larger in amplitude relative

to those recorded on "rock” sites [18,19]. This is due to impedance
contrast where soil deposits acting as filters to incoming seismic
waves and amplifying motions at certain frequencies. Conse-
quently, site effects is a major aspect of geotechnical earthquake
engineering and has a major influence on seismic hazard [e.g.,
20,21-25]. It is noteworthy that in earthquake engineering practice
in Iceland, site effects are generally not considered to be a key
factor, presumably due to the relatively thin topsoil which is in
most cases is easily removed from the uppermost competent rock
(e.g., lava rock, hyaloclastite, dolerite, etc.). However, for lava rock
the presence of pronounced site effects has been reported [17].
Namely, in geologically younger parts of Iceland the interplay of
repeated glaciation/deglaciation and fluctuating sea levels with
the primary basaltic volcanism has resulted in the geological
profiles consisting of recurring layers of basaltic lavas, as well as
tuff layers, often with intermediate layers of sediments or alluvium
[26]. This is especially true in the SISZ where the topography is
approximately flat and of low elevation, and largely covered with
postglacial lava flows underlain by Quaternary sediments of
mainly fluvial, glacial, and glaciofluvial origin [27]. In such cases
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the lack of consolidation of the sedimentary deposits between the
layers of lava rock causes reversal in the velocity profile with
depth, leading to significant differences in site response relative to
the older bedrock and should therefore not be ignored [17]. We
expect this situation to be the case for Hveragerdi because based
on geological and borehole information the uppermost lava rock
layer (B'C in Fig. 2, ~5000 year-old,) lies on top of a softer sedi-
mentary layer, which in turn lies on top of another lava rock layer
(A in Fig. 2, ~ 10,000 year-old) resulting in a velocity reversal [14].
The extensive ICEARRAY I strong-motion dataset from the after-
shocks of the Olfus earthquake now provide the opportunity not
only to quantify the local site effects at the array stations on such
soil structure, but also the relative differences over short distances.

There are several techniques that can be used to evaluate and
quantify site effects [e.g., 21,28] and the choice of the method is
usually based on the importance and nature of the project. One of
the most popular and widely used techniques to characterize site
amplification is the standard spectral ratio (SSR) method [29]. The
SSR is defined as the ratio of the Fourier amplitude spectra of an
earthquake motion recorded on a soil site to that recorded on a
selected reference site. Essentially, the SSR method for estimating
site response is based on the comparison of ground motions at soil
sites of interest to nearby rock site that is considered a reference
motion [29,30]. The result of the SSR method is a site-specific
“amplification curve” which is a function of frequency and reveals
both the “predominant frequency” of horizontal vibrations of the
site, corresponding to the peak in the ratio, and its amplitude.
Pragmatically, the SSR technique can only be used for cases where
data are available from dense local arrays, to include a station on a
reference site that has negligible site response and is located in
close proximity to the soil sites of interest. Careful examination of
the reference site is required for acceptable amplification estima-
tion at the sedimentary sites [30]. However, finding a proper re-
ference site can be challenging [30-32], and large spatial separa-
tion of the soil and rock sites may require correcting the record-
ings for path and finite-source effects [33]. Therefore, the

horizontal to vertical spectral ratio (HVSR) method, which was
introduced by Nakamura (1989), is also used herein, along with
the SSR method. The HVSR method does not require recordings on
a reference site, making it a more convenient approach to estimate
site response. The HVSR method entails using the spectral ratio of
the horizontal to the vertical component of ground motion [34].
The method, also called Nakamura’s technique, was first in-
troduced by Nogoshi and Igarashi based on the initial studies of
Kanai and Tanaka [35-37]. Since then, many investigators world-
wide used this relatively easy to implement approach. The fun-
damental assumption of the HVSR method is that when the soil
stratigraphy is comprised of horizontal layers and that the vertical
component of the ground motion is free of any kind of influence
related to the soil conditions at the recording site. The primary
parameter obtained from the HVSR method is the predominant
frequency of the soil profile, which corresponds to a peak in the
HVSR. The estimate of the predominant frequency is deemed more
reliable than the amplitude of the site amplification and is an in-
dicator of a significant velocity contrast at some depth beneath the
station that results in the amplification of horizontal ground mo-
tion relative to the vertical motion [24,38,39]. Although seismol-
ogists still debate the HVSR method's physical and theoretical
bases, the approach has attracted the attention of many re-
searchers [40]. Noticeably, the SSR and HVSR methods yield si-
milar estimates of the predominant frequencies of soil profiles, but
the amplification values determined by HVSR method are gen-
erally less than those determined using the SSR method.

In the present study the strong-motions of the aftershocks of
the Olfus earthquake recorded on the ICEARRAY I as well as re-
cordings of microseismic noise at the array stations have been
analyzed using the HVSR method. Additionally, the earthquake
recordings were analyzed using the SSR method. The results are
presented as frequency dependent amplification curves from
which the predominant frequency and the amplitude of site am-
plification are estimated. The results of the different methods are
compared and interpreted in terms of local geological conditions,
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ground motion amplitudes, source-site distances and azimuth, and
earthquake parameters such as magnitude and depth. Finally, we
interpret the HVSR results by considering that a vertical column of
a soil structure consisting of a lava rock layer on top of a softer
sedimentary layer, representing a velocity reversal with depth, can
be modeled as a simple dynamic system.

2. Data
2.1. Array strong-motion data

The 29 May 2008 M,,6.3 Olfus earthquake occurred on two
parallel, near vertical north-south striking right-lateral strike slip
faults that are approximately 4.5 km apart (see Fig. 1a). While the
epicenter was located on the eastern fault, ~6.5 km S-E of Hver-
agerdi, the majority of the aftershocks occurred on the western
fault that lies only 1-2 km from the town and ruptured ~2 s after
the eastern fault [11,41]. The ICEARRAY I recorded the strong-
motions during the main shock and those from 1705 aftershocks in
the region (Fig. 1a) on up to 13 three-component CUSP-3Clp ac-
celerograph instruments [8,15,42]. The recordings of 12 stations
are used in the present study because two stations (IS608 and
[S688) are collocated and thus provide essentially identical results
[8]. Since the array instruments run in triggered mode, the com-
plete strong-motion dataset has been organized and reviewed to
ensure the quality of the data, resulting in a dataset of approxi-
mately 1600 aftershocks after removing unusable records due to
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either spurious signals or events recorded on only a few array
station. The dataset is characterized by earthquake strong-motion
with geometric mean of the horizontal PGA in the range of
3.5~38%g (where g is the coefficient of acceleration due to grav-
ity) from earthquakes of magnitudes in the range 0.42~4.75 at
epicentral distances of ~1.6-15 km. The aftershocks occurred be-
tween 29 May 2008 and 10 May 2009, after which seismicity in
the region has been relatively low.

The earthquake parametric information was obtained from the
SIL seismic network of the Icelandic Meteorological Office which
monitors the seismicity of Iceland [43], and the temporary LOKI
seismograph network which was deployed in the macroseismic
region within two days of the main shock to provide more accurate
hypocentral locations of aftershocks [44]. Unfortunately, however,
only 700 of the aftershocks recorded by the ICEARRAY I were found
to match with events reported by either SIL or LOKI networks. For
the other aftershocks, the source-site distances were estimated from
P- and S-phase arrival times and their local magnitudes estimated
using an empirical relationship for peak ground velocity [45]. Fig. 3
shows the ICEARRAY I database characteristics from parametric
earthquake data and the identification number, name, and location
of the array stations shown in Fig. 1 are listed in Table 1.

2.2. Microseismic data
The spectral analysis of microseismic (ambient) vibrations via

the HVSR method is an alternative approach to estimate the site
response in urban environment. Microseismic noise is defined as
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Fig. 3. Different earthquake parameters plotted vs. source-site distance from strong-motion station IS605: (a) difference between P- and S-wave arrival time, (b) back

azimuth (in degrees clockwise from north), (c) depth, and (d) local magnitude.
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Table 1
ICEARRAY I strong-motion array station locations.

Station ID  Station name Latitude (°N)  Longitude (°E)
ICEARRAY I  1S601 Heidarbrun 51 63.9927 —21.1776
1S602 Kambahraun 39 64.0047 —21.2043
1S603 Dynskogar 3 64.0029 —21.1974
1S604 Borgarhraun 12 64.0024 —21.1995
1S605 Borgarhraun 8 64.0028 —21.1990
1S607 Arnarheidi 26 64.0007 —21.2018
1S608 Sunnumork 2 63.9954 —21.1893
1S609 Dvalarheimilid As  64.0025 —21.1859
1S610 Reykir 64.0042 —21.1772
1S611 Heidmork 31 64.0000 —21.1908
1S612 Reykjamork 17 63.9993 —21.1828
1S613 Laufskogar 39 64.0057 —21.1886

low amplitude vibrations from surface sources randomly dis-
tributed in space and time (e.g., vibrations of natural origin such as
wind and sea tides, or of manmade origin such as traffic, industrial
machinery, etc.). During recent decades, many researchers have
investigated the reliability of using ambient noise, both numeri-
cally and experimentally, for the quantifications of site effects [46—
438]. In the absence of earthquake strong-motion recordings, mi-
croseismic data is easily obtained and can provide additional
constraints and spatial resolution of site effects via the HVSR
method.

Continuous ambient noise recordings of a minimum one-hour
duration were performed at the ICEARRAY I sites using REF TEK
130-01 Broadband Seismic Recorders and Lennartz LE-3D/5s
three-component sensors for which gain level and sampling rate
were configured to unity and 100 Hz, respectively. The micro-
seismic measurements across ICEARRAY I stations were carried out
during October and December 2012 in several subarray forma-
tions, recording at three to six stations simultaneously for several
hours to several days.

2.3. Data analysis

Each earthquake strong-motion record from a given station is
of limited duration centered on the actual earthquake strong-
motion, with a pre-and post-event buffer of 30-60 s typically. The
array recordings of each event in the dataset have been trimmed
appropriately to limit the extent of noise. As a result, each array
recording consists of 10-12 stations, with the first sample of each
component record having the same absolute time and duration.
For each event-station pair, we calculated the absolute Fourier
spectrum of each of the three components over the duration of the
record. The spectral amplitudes were smoothed using the Konno
and Ohmachi with a smoothing coefficient of B = 20 [38] for the
selected bandwidth. A single smoothed spectrum representing
horizontal ground motions was obtained by calculating the geo-
metric mean of the two smoothed horizontal spectra. Dividing the
spectrum for the horizontal motions by the spectrum of the ver-
tical component produced the HVSR curve as a function of fre-
quency for each event-station pair. As we have multiple earth-
quake recordings at the same station, we calculated the average
HVSR and the corresponding standard deviation as a function of
frequency, thus producing the station-representative HVSR from
the earthquake strong-motion records. This approach is also the
recommended method by SESAME and is the most commonly
used method for HVSR analyses [see e.g. 20,28]. We tested the
sensitivity of the HVSR results in several ways. First, the smoothing
coefficient value was determined on the basis of sensitivity ana-
lysis to ensure that sufficient detail was preserved in the resulting
spectral ratio. We also compared the HVSRs obtained for different
time windows using both the window length from S wave arrival

time to the end of the coda waves and the entire length of each
recording. No significant differences were observed, and as a re-
sult, the spectral ratios presented in this study were calculated
over the duration of each record. In calculating spectral ratios we
used the arithmetic, geometric, and the quadratic/squared mean
methods for combining the two horizontal components. Compar-
ison of the spectral ratios showed insignificant differences, and
therefore, the geometric mean method was applied in this study.

3. Results

Despite small aperture of ICEARRAY I there are noticeable dif-
ferences in the HVSR results across the array. The HVSR amplifi-
cation curves for all earthquake recordings for each of the twelve
ICEARRAY I strong-motion stations were calculated over the fre-
quency range of interest to this study (0.5-20 Hz), along with the
geometric mean HVSR and the associated +1¢ (Fig. 4). Some sta-
tions exhibit bimodal amplification curves with one mode being
more dominant and of relatively larger amplitude than the other
(e.g., IS605, 1S604, 1S608) while other stations have a single nar-
row-band peak of relatively low amplitudes (e.g., [S602) or am-
plification curves of relatively high amplification over a wide fre-
quency range (e.g., IS601, 1S603), or even very low and uniform
amplification curves across the frequency range (IS609 through
[S613). One station (IS607) exhibits unreliable results at lower
frequencies, believed to be contaminated by a possibly faulty
vertical component because it contains anomalously large low-
frequency content. These results indicate that significant site re-
sponse variation exist on a spatial scale of less than 2 km within
the town of Hveragerdi.

To implement the SSR method the ratio of the geometric mean
of the Fourier amplitude spectra for the horizontal components of
motions recorded at a site of interest to that of a reference site was
computed. While the geology of the town of Hveragerdi is some-
what complex (see Fig. 2), all of the stations lie on what is clas-
sified as “rock” [8]. Therefore, all sites were viewed as potential
reference sites in the context of the SSR method. On the basis of
the HVSR results (see Fig. 4), relatively low and approximately
uniform (across the frequency range considered) amplifications
were observed at stations 1S609-1S613, making them potential
candidates for a reference site. Station IS612 was excluded since it
is located on a relatively young lava-rock, while stations IS609,
IS610 and IS613 are located on a considerably older, and pre-
sumably more stable, bedrock. Stations IS610 (located on a hill-
side) and IS613 (relatively few data and unstable HVSR) were ex-
cluded, leaving station IS609 as the selected reference station for
the SSR method; this station has been in operation since 1999 as a
permanent station of the Icelandic strong-motion network.

The results of the SSR method using IS609 as the reference
station are shown in Fig. 5, along with the results from the HVSR
method for comparison. In general, the results from the two
methods are in good agreement. At stations 1IS601-IS607 the SSR
results not only reproduce the fundamental frequencies of the
HVSR results, but the HVSR amplification curves are generally
within the 68 percentile limits of the SSR results across the fre-
quency range considered. We note that while the bimodal HVSR
amplification curve at station IS605 is not reproduced by the SSR
curve, the latter absolutely confirms the overall amplification ef-
fects by exhibiting a broad amplification curve covering the peaks
at both predominant frequencies. We suspect that slight variations
in the vertical spectrum at the reference station is likely the cause
of the peaks not being reproduced. We note that while the HVSR
and SSR results appear to diverge at around 10 Hz for stations
IS611-I1S613 the amplifications are low (near unity) and those
discrepancies are associated with the apparent “signature” peak of
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Fig. 4. The earthquake recordings (gray lines) as a function of frequency (Konno and Ohmachi smoothing, coefficient B=20) for each of the twelve ICEARRAY I strong-motion
stations. The geometric mean HVSR (black solid lines) and their corresponding +1¢ (standard deviation, red dashed lines) are also shown, with N the number of available
earthquake events used to derive the mean. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

the IS609 HVSR results at that frequency. Finally, the SSR results
for station 1S607 essentially confirm our suspicion that a faulty
vertical component is affecting the HVSR results, and reveal a clear
peak between 6 and 7 Hz.

In order to empirically assess the reliability of the HVSR results
and at the same time the applicability of HVSR results from mi-
croseismic measurements, the same HVSR procedure was applied
to the ambient noise measurements. First however, since the mi-
croseismic noise is not necessarily random in time and place due
to man-made disturbances in the town and environmental factors

(e.g., temporary weather/storm vibrations), an additional sensi-
tivity study was carried out. After reviewing the data and re-
moving segments containing spurious spikes the HVSR was cal-
culated for each station for different times of the day, night and
week, and for various durations ranging from several minutes to
several hours. The analysis showed that a stable HVSR at each
stations was obtained for the optimal window length of 20-min
[49]. Therefore, for sites where long recordings were available the
most stable ones (insofar as being relatively free of spurious sig-
nals, traffic and obvious man-made temporary disturbances) were
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split up into multiple and unique parts of 20 min. Subsequently,
the HVSR was calculated for each segment, and the mean HVSR
and corresponding standard deviation were calculated as a func-
tion of frequency, producing the station-representative HVSR from
microseismic data.

A comparison is shown in Fig. 6 of the mean HVSR results from
earthquake recordings with the mean HVSR results from micro-
seismic data. The agreement in terms of overall shape of the am-
plification curves and their amplitudes is remarkable at almost all
stations. The comparison seems to confirm results reported by

many studies in other regions [e.g., 50,51] that microseismic data
and HVSR analysis may be used with confidence to map the overall
amplification characteristics of ICEARRAY I.

4. Discussion

4.1. Spatial distribution of HVSR characteristics

To provide further insight into the HVSR results, the spatial
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distribution of fundamental frequencies and maximum ampli-
tudes of the amplification curves based on earthquake and mi-
croseismic data, respectively, are shown as surface plots in Fig. 7
over the area confined by the array stations. While the slight dif-
ferences between the HVSR characteristics between stations may
become more pronounced when presented spatially in this way,
both methods show the same general trend that from north to
south amplification tends to increase and predominant frequency
decrease. When focusing on the distribution of predominant fre-
quency as revealed from earthquake data, the results show a

general northeast-southwest trend of decreasing peak pre-
dominant frequency. [Parenthetically we note from microseismic
data that the difference between the spatial distribution of pre-
dominant frequency is mainly due to station IS611 having a sig-
nificantly higher (above 10Hz) and IS610 having lower pre-
dominant frequency]. The almost linear NW-SE pattern shown in
Fig. 7 is meaningful because it is in accord with a major geological
transition in the area. Namely, stations 1S609, 1S613, and IS610 are
located on older bedrock (as mentioned previously) while the
remaining stations are located on a post-glacial lava rock layer on
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top of a sedimentary layer, according to logs of shallow boreholes
in the town. The latter geologic profile is a typical layering en-
countered primarily in geologically younger parts of Iceland in the
vicinity of the volcanic zones. In Hveragerdi, the uppermost lava
layer (BIC, see Fig. 2) is relatively young basaltic lava of varying
thickness (on the order of 10-30 m based on borehole data). Lava
BIC lies on top of a sedimentary layer (of similarly varying thick-
ness), which in turn lies on top of an older lava layer (A). No in-
formation about the thickness of the lower layer exists, but it
flowed from the same volcanic fissure, and based on the spatial
extent of the lava it is likely of similar thickness as Lava B=C. From
the typical layered structure of young geological formations in
Iceland, is likely that it is underlain by sediments, introducing the
second velocity reversal with depth, above the bedrock.

The results of this study show that for stations located on the
younger formation the amplification curves are characterized by
lower predominant frequencies and larger relative amplitudes than
those on older bedrock. Moreover, the bimodal amplification curves
(seen particularly in earthquake data) are only seen at stations on
this formation and clearly represent the complex structure of re-
peated lava-sediment layers. This is especially apparent for station
IS605 where the amplification curve is characterized by two clear
predominant frequencies and relatively large amplitudes, which
clearly suggests the presence of large and sharp velocity contrasts
underneath the station. The same characteristic, albeit slightly less
pronounced, can be observed at I1S604 which is located 54 m
southwest from IS605, indicating that the substructure is similar
under the two stations. When compared with the amplification
curve of station IS603 (located 80 m from IS605 and 114 m from
IS604, due east), however, the difference indicates that the velocity
contrast under the station is much less abrupt compared to 1S603
and especially IS605. These amplification curves are in stark con-
trast with those at the bedrock stations, which are characterized by
high frequency peaks (~ 10 Hz) of very low amplitudes.

4.2. Earthquake parameters vs. HVSR characteristics

The standard deviation of the HVSR amplification curves from
earthquake data in Fig. 5 are similar at most stations and relatively
constant over the frequency range. Notable exceptions from this
are amplification curves at stations 1S604, 1S605, and IS608 which
exhibit bimodal amplification curves. For station IS605 for ex-
ample, there is considerably greater scatter in the bimodal am-
plification curve for the lower-frequency peak but less for the
higher-frequency peak. This scatter is in turn reflected in the as-
sociated standard deviation of amplification around ~3-4 Hz
(dashed lines in Fig. 5). It is of interest that while both peaks have
very similar mean amplification, individual amplifications can be
much higher at the lower-frequency peak, while the higher-fre-
quency peak at ~8-9 Hz is associated with much less scatter.

Moreover, in many cases individual amplification curves ex-
hibited different trends in the amplification, warranting further
inspection of the HVSR curves for each event for azimuthal, dis-
tance, and magnitude dependence. Using the bimodal character of
the amplification curve of station IS605 as an example, we start by
grouping the aftershocks shown in Fig. 8a into two classes, those
associated with the peak amplification at frequencies less than
(gray, see Fig. 8b) and higher than (blue, see Fig. 8c) 5 Hz.

The spatial distribution of aftershocks outlines the two N-S
trending causative earthquake faults and a third (non-causative)
fault segment trending E-W. From Fig. 8a it appears that the two
groups of aftershocks are distributed more or less evenly between
the fault structures. In more quantitative terms, as shown in
Fig. 8g, it is clear that no azimuthal dependence of predominant
frequency exists (in other words, the null hypothesis of the after-
shock groups being two independent random samples is rejected
at the 5% significance level). Similarly, no correlation was found
between predominant frequency and earthquake depth (not
shown), and both groups of earthquakes have similar coverage of
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this figure legend, the reader is referred to the web version of this article.)

hypocentral distances (Fig. 8f). On the other hand, there is clearly a
strong correlation between earthquake magnitude and the asso-
ciated predominant frequency (Fig. 8e); this is in turn reflected in
a strong correlation with peak ground acceleration. Thus, as can be
seen when comparing Fig. 8d and e, larger magnitude earthquakes
appear to produce a bimodal amplification curve at station 1S605,
where the peak at (lower) 3-4 Hz predominant frequency dom-
inates the peak at (higher) 8-9 Hz predominant frequency.

On the contrary, smaller magnitude earthquakes produce re-
latively constant and low peak amplification at higher frequency
(8-9 Hz) (Fig. 8h and i). Interestingly, almost all earthquakes that
are associated with the amplification peak at higher frequency
have amplitudes less than ~3 (Fig. 8h and i). In other words, the

peak in the HVSR amplification curve at lower predominant fre-
quency is only clearly observed for earthquakes of relatively larger
magnitudes, and in the vast majority of the cases, they are asso-
ciated with maximum HVSR amplitudes higher than 3 and with
much greater variability in amplitudes.

In the frequency domain the total spectrum of earthquake
ground motion can be considered as the result of the combined
effects of the earthquake source spectrum, propagation path ef-
fects, and local site effects. The results indicate therefore that
earthquake source parameters that scale with earthquake size are
responsible for the correlation of the lower-frequency peak with
relatively larger magnitude earthquakes compared with the
higher-frequency peak. To a first order approximation we assume
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that an earthquake having a seismic moment M- may be modeled
as a symmetric circular crack of diameter 2p, on which a local
stress drop Acs takes place as it ruptures radially and radiates
seismic waves. The earthquake source acceleration spectrum [52]
of the radiation may for simplicity be expressed by the “w-square”
spectrum [53] with a corner frequency f; that scales as

M-

M =(2af P

1+(%) M
where

16,3
M===Rapg @
and f; is related to the crack radius p, by
Gp

fo=52
* 2, 3

where g is the shear wave velocity in the vicinity of the source,
and G; is an increasing function of the ratio v/ where v is the
rupture velocity inside the crack [54,55]. The spectral amplitudes
of acceleration are highest (and constant) above f,, while below f,
they decrease rapidly with decreasing frequency. For a constant
stress drop the physical dimensions of the crack (2p,) increases
with seismic moment, which in turn results in lower corner fre-
quency. For example, assuming a realistic value of the stress drop
of 130 bars [9], v/p = 0.75 and g = 3.2 km/s, the corner frequency
of a magnitude 3.5 earthquake is 4.7 Hz, while that for a magni-
tude 2.5 earthquake is 14.9 Hz. An earthquake larger by one-
magnitude unit, which is approximately the difference in mean
magnitudes between the two groups (Fig. 8e), has on the average
three-times larger spectral amplitudes at frequencies of 3-4 Hz
than the smaller earthquake. Therefore, we can expect the larger
earthquakes to have significantly higher seismic energy at those
frequencies which may be enough to induce horizontal vibrations,
something that the smaller events, due to higher corner frequency,
are much less likely to induce. The observed scatter of the HVSR
curves at the lower predominant frequency is most likely a man-
ifestation of this disparity of spectral amplitudes. Finally, the range
of magnitudes in the two groups shown in Fig. 8e is most likely
attributed to the natural variation of the main earthquake source
parameters ( As) and the inherent uncertainty in magnitude
determination.

4.3. HVSR from earthquake vs. microseismic data at station IS605

It is of particular interest that when comparing the HVSR re-
sults from earthquake data with microseismic data at station IS605
that two distinct features stand out: (1) anomalously large scatter
at the lower predominant frequency is observed in both the
earthquake and microseismic data, and (2) only the amplification
peak at the higher predominant frequency is captured by the
microseismic data. Due to small epicentral distances and high
apparent velocity over the array, the earthquake waves consists
exclusively of body waves with near vertical incidence angles
while the microseismic noise is generally assumed to be com-
prised mostly of ambient surface waves [34,56,57]. However, re-
cent studies have shown that modeling the complete seismic
wavefield gives numerical results that are in better overall agree-
ment with empirical HVSR results over the frequency range of
interest, as compared to exclusively using the surface or body
wave approximation. The body wave approximation was reported
to give better estimates around the predominant frequency of the
sedimentary layer while the surface wave approximation gave
better results at higher frequencies [58].

We note however that most of the results in the current study

are obtained on sites for which the site profile is characterized by
velocity reversals. In such cases researchers have reported sig-
nificant differences between the HVSR results from earthquake vs.
microseismic data [59] (albeit for a site characterized by a thin,
shallow and dense anthropogenic layer on top of very thick clay
layer).

In our case, the velocity reversal is due to softer sedimentary
layers sandwiched between the lava layers of similar thicknesses.
Such conditions have been shown to produce different HVSR re-
sults from earthquake data compared to those recorded on bed-
rock [17]. It is therefore likely that for station IS605 the velocity
reversal is considerable and abrupt and that the earthquake waves
are sampling deeper parts of the subsoil layers which micro-
seismic wave field generated on or near the surface is not able to
reach (except for the part of the wave field that is comprised of
body waves). In general, the HVSR results from earthquake data for
the ICEARRAY I stations on lava rock are more or less reproduced
by microseismic data, both in overall amplitude and predominant
frequency, which may actually indicate that the velocity contrasts
(and reversals) in general do not vary laterally. Additionally, ac-
cording to borehole data lava and sedimentary layer thicknesses
vary considerably over the study area, which is most likely the
cause of the relative differences in HVSR results among the sta-
tions. It appears, however, likely that the failure of the amplifica-
tion curve from microseismic data to capture the predominant
frequency and amplification at station IS605 (and to a similar but
lesser extent 1S604 and IS608) is due to an anomalously sharp
onset of the velocity reversal in the stack of lava and sedimentary
layers at that site.

4.4. Modeling the bimodal site response at station IS605

The shape of HVSR curves are connected to the impedance
contrast between layers [16] and a sharp peak is indicative of high
impedance contrast between a softer layer overlaying a harder
layer [57,59]. For this reason, we physically interpret the two
peaks of the amplification curve from earthquake data at station
IS605 as coming from two considerable and abrupt velocity con-
trasts at depth, indicating that a multilayer subsoil model is nee-
ded for modeling.

In general, inversion of physical parameters of the subsoil
profile on the basis of HVSR is carried out in the context of the
body wave approximation [58,60]. Essentially, the body wave ap-
proximation is based on computing the transient response of a set
of horizontally stratified, linearly elastic layers overlying a uniform
half-space and excited by vertically incident, transient plane
waves. In this study we apply the theoretical transfer function of
the layered soil model based on the fast recursive algorithm pro-
posed by Tsai [61], modified considering frequency dependent
attenuation and body wave dispersion [60], thus modeling the
theoretical HVSR at the surface as the ratio between transfer
functions for the vertically propagating incident S-waves (hor-
izontal components) and P-waves (vertical component) [58,60]:

Fs(f)
HVSR(f)=
() Fe(f) “4)
The transfer functions F, (f) for S- and P-waves (¢ refers to body
wave phase, i.e. S or P), used to calculate the theoretical HVSR, can
be modeled analytically as [58].

i u paVea(24f) . LR
Fc(f)‘{ Cos[z”f vc,a(znf)] Ve (24f) Sm[z”fm]} )

where f is the frequency of the wave, H is the soft layer thickness,
V. is the complex velocity of phase ¢ and indices s and r respec-
tively refer to the soft layer and bedrock (for one layer model of
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Fig. 9. The effects of velocity reversals on wave propagation and soil amplification. Inserting two layers with (a) higher velocities (b) lower velocities. Sub-soil profile system

over the half-space is also shown.

soil overlaying the bedrock). The quality factor ( Q.) is used to
account for damping:

VC(Zﬂ'f)=]V7§(1 + 1%)
1-—log L ¢
Q¢ (fref) (6)

where V¢ is the elastic velocity of the body waves, and f., is a
reference frequency (considered to be unity in this study) [55].
However, attempts at reproducing the bimodal amplification curve
at station IS605 using this approach were largely unsuccessful. For
reasonable values of the density and shear wave velocity of the
lava and sedimentary layers, and using layer thicknesses from
borehole logs, the method fails to reproduce two physical peaks at
the observed predominant frequencies. In fact, adding two layers
of hard rock to the top and in the middle of the soft soil stratum
(70 m of sedimentary layer) does not significantly change the
predominant frequency or the amplification curve (see Fig. 9a). On
the contrary, Fig. 9b shows that inserting two soil layers with
lower impedance ratios dramatically affects the respective am-
plification. The amplification curve is thus dominated by the
deepest velocity contrast (the underlying bedrock assumed as
half-space and an overlaying sedimentary layer) and the reverse
velocity contrast between the hard layers and the intermediate
stiff layers is essentially invisible to the method. As a result, we
find that the body wave assumption in interpreting the HVSR re-
sults from data recorded on a profile with velocity reversals may
lead to ambiguous interpretation. Instead, we model the dynamic
response of such a profile as a classically damped linear oscillator
subjected to a base excitation [62-64]. For the bimodal amplifi-
cation curve at station IS605, a two-degree of freedom (2DOF)
linear oscillator may be used. The nodal displacement vector u(t)
of the system can be expressed in terms of modal coordinates by
using the expansion theorem for multi-degree-of-freedom
(MDOF) systems (modal superposition)

N N
u(t)=Y uy(t)= Y ®uq,(t), N=2

n=1 n=1 (7)
where g,(t) are the modal coordinates, and &, are the natural
mode shapes. The undamped modal frequencies w, can be ob-
tained by solving the eigenvalue problem (( K-« M)®,=0) where
K and M are the stiffness and mass matrices, respectively [62]. In
general, the equation for a damped system can be written as

M, () + Caqy (1) + Knq,, (1) = — muilg(t) ®)

where M,, C, and K, are the generalized mass, damping and
stiffness matrices, respectively, and : is the influence vector re-
presenting the mass displacements from static application of a
unit-ground displacement. We assume that the basement rock

excitation is of the form i (t)=iig(w)e™, where ig (@) is the
frequency response of the excitation and o is the forcing fre-
quency; the same functional form for the modal coordinates is also
assumed. Upon insertion into Eq. (8) the displacement frequency
response of interest (i.e., top of the soil structure, denoted as
i, ()) becomes

Upo ( a))

&

o (2 r)ra(2)]
Ay ©

where for the n-th mode of the 2DOF system §&, is the damping
ratio, wj, is the undamped natural circular frequency, and T;, is the
modal participation factor. Eq. (9) can be written as
Uy (w)=H (w)iigo(w), where H(w) is the displacement transfer
function.

In order to calculate the acceleration response iiy, (@)=w3u,(w)
from Eq. (9) we have to estimate the parameters of the system. The
lava layers are assumed to be rigid masses m; and m, (where the
subscript 1 refers to the lower (A) and 2 to the upper (B=—C) lava
layer) and the sedimentary layers are assumed to be massless
lateral springs having stiffnesses k; and k,. The masses of the se-
dimentary layers are lumped into m; and m; (i.e., one half of the
mass of each sedimentary layer above and below the lava layer is
lumped with the mass of the lava layer).

Considering a unit-area vertical column of the soil profile the
mass is calculated from m=pH where p is density and H is the layer
thickness. The shear stiffness is calculated by taking the advantage
of the relation of shear modulus of the material (), its density (p)
and shear wave velocity ( g) or k =u/H where u=pp? From
shallow borehole logs in Hveragerdi the thickness of the upper
lava-rock layer (B=C) is seen to vary between 14-22 m, and the
thickness of the sedimentary layer comprised of loose alluvial and
marine sand and gravel is between approximately 10-22 m.
However, there is no information about other material character-
istics (p or pB) or the layering of deeper layers. As a result, we relied
on material properties from other studies in South Iceland on si-
milar geology [33]. By solving the eigenvalue problem numerically
we obtained two natural frequencies of oscillation at fi~3.5 Hz
and f,~8. 5 Hz which match almost exactly the two mean pre-
dominant frequencies observed in the HVSR amplification curves.

This result was obtained for the parameters shown in Table 2
which are based on values that are fully consistent with borehole
logs and independent observations [17] and required only minimal
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Table 2
Properties of soil structure and 2DOF system representative of station 1S605.
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Layer Soil 2DOF system
H[m] p [ glem?] g [m/s] w [ N/m?] k [N/m] m [kg]
I; (Lava B=0C) 15 22 1800 7.13 x 109 51.7 x 103
L (Sediment) 22 17 750 0.95 x 10° 435 x 106
L3 (Lava A) 12 2.2 1800 7.12 x 109 55.9 x 103
L4 (Sediment) 12 1.8 800 1.15 x 10° 96.0 x 106
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Fig. 10. (a) Shear-wave velocity profile obtained by modal analysis (hatched and dotted areas denote lava and sedimentary layers, respectively, with the bottom layer
indicating bedrock). (b) The absolute acceleration transfer function corresponding to the soil structure in (a). (c) Absolute acceleration frequency response of horizontal
motion at the free-surface for the 2DOF system (gray curves). The gray curves were calculated using motions at the reference station IS609 and the response of each event
was normalized by the maximum frequency response of the vertical ground motion. The blue curve indicates the mean response. (For interpretation of the references to

color in this figure legend, the reader is referred to the web version of this article.)

adjustment. The resulting soil structure is shown schematically in
Fig. 10a, which from the surface to the top of the bedrock, consists
of a 15 m thick lava layer (B=C), 22 m sedimentary layer, 12 m
lava layer (A) and a 12 m thick sedimentary layer. The corre-
sponding absolute acceleration transfer function is shown in
Fig. 10b. For illustration purposes we also plot the absolute ac-
celeration frequency response at the free surface (top of the soil
structure) in Fig. 10c for each event (gray lines) assuming damping
ratios (& and &) for both layers as 5%. Because the bedrock ex-
citation is unavailable we used for simplicity the recorded strong-
motion at the reference station IS609 multiplied by 0.5 to remove
free surface effect and normalized the absolute horizontal fre-
quency response with the vertical response to reduce scatter. The
response in Fig. 10c clearly shows the two fundamental fre-
quencies of oscillations. The response associated with the larger
frequency is broader than indicated by the transfer function be-
cause the response is affected by the slight peak in the amplifi-
cation curve of 1S609 with predominant frequency at 10 Hz and
above.

These results, along with geological mapping and borehole
logs, imply that the characteristics of the soil structure underneath
IS605 could, at least as a first approximation, be assumed to apply
to the part of Hveragerdi that lies on lava rock. However, while the
HVSR results of the nearest stations 1S604 and IS603 (50 and 70 m
away from IS605, respectively) show all the same HVSR char-
acteristics for both earthquake and microseismic data, they do not
exhibit the clear bimodal HVSR amplification curve from earth-
quake data. The same can be said for station 1IS608 which is the
closest station to the borehole locations. Other stations on lava
rock show different patterns of amplification. Therefore, the re-
sults indicate that the primary characteristics of the soil structure

such as layer thicknesses and the impedance contrasts of the ve-
locity reversals, may vary considerably under Hveragerdi, con-
tributing to the observed variations in ground motion amplitudes,
even over short distances. Additionally, while in Fig. 10 the re-
ference site recordings were used to highlight the variations in
acceleration response of the 2DOF soil structure, the acceleration
response scales with the bedrock acceleration response according
to Eq. (9). Accordingly, even though no borehole instruments exist
in ICEARRAY I the acceleration response in the bedrock could
theoretically be recovered via Eq. (9) from the recorded ground
motions at station IS605. We note that the predominant frequency
of HVSR from earthquake recordings on lava is considerably lower
than for stations on older bedrock. From the results for station
IS605, the lava-sedimentary layer that is responsible for this peak
lies between ~40 and 60 m deep, which in turn raises questions
about the applicability of the average shear-wave velocity in the
uppermost 30 m ( Vs30) as the parameter on which to base site
characterization for earthquake resistant design for this type of
profile.

The results suggest that the only other available numerical
modeling of site response on a lava-sedimentary soil structure in
Iceland may now be interpreted in terms of the proposed model of
this study. Bessason and Kaynia [17] compared strong-motion site
effects on the west and east abutments of the base-isolated and
instrumented 80 m long Thjorsa-Bridge during two M,6.5 and
6.4 earthquakes in South Iceland on 17 and 21 June 2000, re-
spectively, and a several of their aftershocks. They showed that
considerable and consistent site amplification is observed on the
west side relative to the east side which manifests itself in a
considerable peak at around 2-5 Hz in the response spectral ratio.
They attribute the relative differences in amplification to the dif-
ferences in site conditions on each side of the bridge. Namely,
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Table 3
Properties of soil structure and SDOF system representative of west abutment of
Thjorsa-Bridge.

Layer Soil [17] SDOF system

HIml  , [gjem? pimjs]  kIN/m] m [kg]
Lava-rock 8 2.0 1000 33 x 103
Sediment 20 1.7 400 - 600  13.6 — 30.6 x 106

based on geotechnical surveys the soil profile on the west side of
the bridge consists of an 8-10 m thick lava-rock underlain by an
18-20 m thick sedimentary layer of loose sand and gravel on top of
on bedrock, while the east site is located directly on bedrock. After
testing several parameter values (i.e., shear-wave velocity, density,
and Poisson's ratio) by trial and error, they were able to produce a
peak in the simulated response spectra at 3 Hz for the soil struc-
ture shown in Table 3 using the computer program SHAKE. In the
context of this study however, we model the soil structure as a
single-degree-of-freedom-system (SDOF) since it consists of a
single lava/sediments stack above the bedrock. The corresponding

natural frequency of oscillation is fo:ﬁ\/g where K and M re-

present the stiffness and mass of the system, respectively. For the
range of shear wave velocities assumed ([17], and Table 3) for the
sedimentary layer we find that values of the natural (i.e., pre-
dominant) frequency of the site lies in the range of 3.2-4.8 Hz,
which is in excellent agreement with observations. Thus, our re-
sults confirm that modeling soil structure composed of a lava layer
on top of a sedimentary layer, therefore introducing velocity re-
versals, as either a SDOF system (e.g., under the west abutment of
the Thjorsa brigdge) or as a 2DOF system (as in Hveragerdi) is a
robust way of estimating the predominant frequency/ies of site
amplification. This is especially the case when details of layer
thicknesses are known, but alternatively, in the absence of such
information the dynamic model may be used to infer the geologic
structure underneath the site.

5. Summary and conclusions

The earthquake strong-motion during the M,6.3 Olfus earth-
quake on 29 May 2008 and 1705 aftershocks were recorded on the
first small-aperture urban strong-motion array in Iceland, the
ICEARRAY 1. The array consists of 12 stations in the town of
Hverager0i, located in the western part of the South Iceland
Seismic Zone, and makes possible detailed studies of many aspects
of engineering seismology ranging from source to site effects. In
this vein, the first comprehensive study of localized site effects in
an urban area in Iceland was presented herein. The frequency
dependent horizontal-to-vertical spectral ratio (HVSR) amplifica-
tion curves are determined for each strong-motion station using
both earthquake data and recordings of ambient noise from an
independent microseismic campaign. The station-specific results
are compared and interpreted on the basis of geology and bore-
hole information.

The earthquake data was analyzed using both HVSR and stan-
dard-spectral-ratio (SSR) methods, while the microseismic data
was analyzed using only HVSR. A comparison of the results from
the different methods and datasets shows very good agreement
among the mean amplification curves. In particular, the agreement
between earthquake and microseismic HVSR results indicates that
in the absence of earthquake data a microseismic campaign and
HVSR analysis is a useful tool to map the spatial distribution of
predominant frequencies and amplification for microzonation
purposes in Iceland. In fact, the results show that the majority of

stations located in the town of Hveragerdi present amplification
functions of relatively low amplitudes, consistent with the “stiff
rock” that characterizes the surface geology of much of Hveragerdi.
Mapping the spatial distribution of the predominant frequency of
amplification shows that the array stations can be divided into two
groups, one to the south/southwest having relatively lower fre-
quencies (~5Hz), and one to the north/northeast of relatively
higher frequencies (> 10Hz). A comparison with the surface
geology shows that most of the stations to the south/southwest lie
on top of a relatively young basaltic lava layer (~5000 years in
age) for which the HVSR amplification is relatively high and
characterized by either broad single peak or multiple peaks at
relatively low frequencies. In contrast, the stations to the north are
located on much older bedrock. In fact, borehole data shows the
existence of a surface lava layer on top of sediments, which in turn
lie on top of another lava layer, indicating a reversal in the velo-
cities at depth in the profile. Such repeating structure of inter-
changing lava and sedimentary layers is characteristic of relatively
young geology in Iceland.

In addition to microzonation, the ability to estimate physical
parameters of the subsurface layering using HVSR results would be
of primary practical importance, particularly for the stations on
lava. Accordingly, the bimodal HVSR results at station IS605 were
analyzed further, focusing on the fact that the mode with lower
predominant frequency at 3-4 Hz was not induced by all earth-
quakes, while the one with higher predominant frequency at 8-
9 Hz was. The prominence of the lower frequency mode did not
depend on azimuth or distance. However, there was a strong
correlation between prominence of the lower frequency mode on
earthquake strong-motion amplitudes (i.e., PGA) and magnitude,
indicating that lower magnitude earthquakes did not excite the
mode at lower frequencies. The results from microseismic HVSR
analysis moreover showed that only the mode at higher fre-
quencies was consistently excited, indicating that the micro-
seismic noise, consisting largely of surface waves, either did not
contain enough energy at the lower frequencies or penetrate deep
enough to excite the mode at lower frequencies. Attempts to
model the bimodal amplification curves using the body-wave
approximation were unsuccessful because the results did not re-
produce the predominant frequencies of the bimodal HVSR curve
nor give realistic physical parameters for the layers below, in
comparison with borehole data and other sources. In fact, the
body-wave approximation was found not to apply to sites such as
IS605, and for most of ICEARRAY I stations on lava rock under
which velocity reversals exist. Thus, we considered the bimodal
amplification at IS605 to be the response of a soil structure con-
sisting of two sets of lava-sedimentary layers, one on top of the
other, and modeled it as a classically damped 2DOF linear oscil-
lator. We took advantage of analytical results of the acceleration
response of the top mass (i.e., surface) of a 2DOF oscillator sub-
jected to a base (bedrock) excitation and calculated the system
properties. The mass and stiffness were derived from the physical
properties of the lava and sedimentary layers from typical values
from literature, considering the lava layer to be a rigid mass, and
borehole records provided constraints on the layer thicknesses. In
this way the dynamic response on the free surface exhibited two
clear fundamental modes of oscillation, one at 3-4 Hz, the other at
8-9 Hz, matching the observations. The soil structure obtained by
modal analysis of two lava-soil profile is in accordance with geo-
logic mapping and borehole data. Finally, we have confirmed the
applicability of our approach using the only other case of numer-
ical simulation of site response on a lava/sedimentary soil struc-
ture in Iceland.

The results of this study indicate that for rock sites in Iceland
characterized by considerable velocity reversals, due to one or
more sets of a lava rock layer above a softer sedimentary layer,
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higher site amplification over a relatively narrow frequency range
can be expected relative to rock sites without velocity reversals.
Such conditions, especially if they lie at considerable depth (sev-
eral tens of meters) may not be captured by microzonation studies
that rely solely on microseismic recordings. Moreover, in such
cases site characterization based on the average shear wave ve-
locity in the uppermost 30 m is not expected to apply. These re-
sults have important implications for earthquake resistant design
considerations for structures on rock sites characterized by velo-
city reversals.

Acknowledgements

This work was supported by the Icelandic Centre for Research
(Grant of Excellence no. 141261-051), the Icelandic Catastrophe
Insurance (Grant no. S112-2013) and the University of Iceland
Research Fund. Christian I. Olivera was supported by the Leifur
Eiriksson Foundation and Virginia Tech, and the Earthquake En-
gineering Research Centre of the University of Iceland provided
him material support. The seismographs used in this study were
rented from the LOKI instrument bank at the Icelandic Meteor-
ological Office. We thank Judith Mariniére, Pierre Turquais, and
Romain Millan, interns from EOST in France during for arranging
and organizing the ICEARRAY I strong-motion dataset. We would
also like to thank the National Energy Authority of Iceland for
compiling and sharing the borehole data. Finally, we are grateful to
the people of Hveragerdi for housing the recording equipment and
acknowledge the municipality of Hveragerdi for their support.

References

[1] Einarsson P. Plate boundaries, rifts and transforms in Iceland. Jokull
2008;58:35-58.

[2] DeMets C. Current plate motions. Geophys ] Int 1990;101:425-78.

[3] DeMets C, Gordon RG, Angus DF, Stein S. Effect of recent revisions to the
geomagnetic reversal time scale on estimates of current plate motions. Geo-
phys Res Lett 1994;21:2191-4.

[4] Bellou M, Bergerat F, Angelier ], Homberg C. Geometry and segmentation
mechanisms of the surface traces associated with the 1912 Selsund Earth-
quake, Southern Iceland. Tectonophysics 2005;404:133-49.

[5] Bjarnason IT, Cowie P, Anders MH, Seeber L, Scholz CH. The 1912 Iceland
earthquake rupture: growth and development of a nascent transform system.
Bull Seism Soc Am 1993;83:416-35.

[6] Einarsson P, Bjornsson S, Foulger G, Stefansson R, Skaftadéttir T. Seismicity
pattern in the South Iceland seismic zone. Earthq Predict 1981:141-51.

[7] Einarsson P. Earthquakes and present-day tectonism in Iceland. Tectono-
physics 1991;189:261-79.

[8] Halldorsson B, Sigbjérnsson R. The My,6.3 Olfus earthquake at 15:45 UTC on 29
May 2008 in South Iceland: ICEARRAY strong-motion recordings. Soil Dyn
Earthq Eng 2009;29:1073-83.

[9] Halldérsson B, Olafsson S, Sigbjornsson R. A fast and efficient simulation of the
far-fault and near-fault earthquake ground motions associated with the June
17 and 21, 2000, earthquakes in South Iceland. ] Earthq Eng 2007;11:343-70.

[10] Pagli C, Pedersen R, Sigmundsson F, Feigl KL. Triggered fault slip on June 17,
2000 on the Reykjanes Peninsula, SW-Iceland captured by radar inter-
ferometry. Geophys Res Lett 2003;30.

[11] Sigbjornsson R, Snabjérnsson JT, Higgins S, Halldérsson B, Olafsson S. A note
on the Mw 6.3 earthquake in Iceland on 29 May 2008 at 15:45 UTC. Bull
Earthq Eng 2009;7:113-26.

[12] Stefansson R, Halld6rsson P. Strain release and strain build-up in the South
Iceland seismic zone. Tectonophysics 1988;152:267-76.

[13] Vogfjord K. Triggered seismicity after the June 17, Mw=6.5 earthquake in the
south Iceland seismic zone: the first five minutes. EGS-AGU-EUG Joint As-
sembly; 2003 1. p. 11251.

[14] Halldérsson B, Sigbjornsson R, Schweitzer J. ICEARRAY: the first small-aper-
ture, strong-motion array in Iceland. ] Seism 2009;13:173-8.

[15] Douglas ], Halldorsson B. On the use of aftershocks when deriving ground-
motion prediction equations. 9th US national 10th canadian conference on
earthquake engineering 9USN10CCEE, Toronto, Canada; 2010, Paper (no. 220).

[16] Bonnefoy-Claudet S, Baize S, Bonilla LF, Berge-Thierry C, Pasten C, Campos J,
et al. Site effect evaluation in the basin of Santiago de Chile using ambient
noise measurements. Geophys J Int 2009;176:925-37.

[17] Bessason B, Kaynia AM. Site amplification in lava rock on soft sediments. Soil

Dyn Earthq Eng 2002;22:525-40.

[18] Fih D. Microzonation of the city of Basel. ] Seism 1997;1:87-102.

[19] Lermo ], Chavez-Garcia FJ. Are microtremors useful in site response evalua-
tion? Bull Seism Soc Am 1994;84:1350-64.

[20] Su F, Aki K, Teng T, Zeng Y, Koyanagi S, Mayeda K. The relation between site
amplification factor and surficial geology in central California. Bull Seism Soc
Am 1992;82:580-602.

[21] Aki K. Local site effects on weak and strong ground motion. Tectonophysics
1993;218:93-111.

[22] Ansal A, Seco P, Pedro S. Strong ground motions and site amplification. In:
Proceedings of the second international conference on earthquake geo-
technical engineering; 1999. p. 879-94.

[23] Ansal A, Laue ], Buchheister ], Erdik M, Springman SM, Studer ], et al. Site
characterization and site amplification for a seismic microzonation study in
Turkey. Proceedings of the 11th International Conference Soil Dynamics and
Earthquake Engineering 11th ICSDEE, 3rd International Conference On
Earthquake Geotechnical Engineering 3rd ICEGE, January 7-9 Berkeley; 2004.
p. 53-60.

[24] Bard PY, SESAME-Team. Guidelines for the implementation of the H/V spectral
ratio technique on ambient vibrations: measurements, processing, and inter-
pretations. SESAME European research project. SESAME European Research
Project; 2005.

[25] Barani S, Massa M, Lovati S, Spallarossa D. Effects of surface topography on
ground shaking prediction: implications for seismic hazard analysis and re-
commendations for seismic design. Geophys ] Int 2014.

[26] Einarsson P., Douglas G. Geology of Iceland: rocks and landscape. Mal Og
Menn; 1994.

[27] Atakan K, Brandsdéttir B, Halldérsson P, Fridleifsson G. Site response as a
function of near-surface geology in the south iceland seismic zone. Nat Ha-
zards 1997;15:139-64.

[28] Boore DM. Can site responsebe predicted? ] Earthq Eng 2004;8:1-41.

[29] Borcherdt RD. Effects of local geology on ground motion near San Francisco
Bay. Bull Seism Soc Am 1970;60:29-61.

[30] Steidl JH, Tumarkin AG, Archuleta R]. What is a reference site? Bull Seism Soc
Am 1996;86:1733-48.

[31] Cranswick E. The information content of high-frequency seismograms and the
near-surface geologic structure of “hard rock” recording sites. Pure Appl
Geophys 1988;128:333-63.

[32] Boore DM, Joyner WB. Site amplifications for generic rock sites. Bull Seism Soc
Am 1997;87:327-41.

[33] Field EH, Zeng Y, Johnson PA, Beresnev IA. Non-linear ground-motion ampli-
fication by sediments during the 1994 Northridge earthquake: observation
and finite source simulation. ] Geophys Res: Solid Earth 1998;103:26869-83.

[34] Nakamura Y. A method for dynamic characteristics estimation of subsurface
using microtremor on the ground surface. Q Rep Railw Tech Res Inst
1989;30:25-33.

[35] Kanai K, Tanaka T. On Microtremor VIII. Bull Earthq Res Inst Tokyo Univ
1961;39:97-114.

[36] Nogoshi M, Igarashi T. On the propagation characteristics estimations of
subsurface using microtremors on the ground surface. J Seism Soc Jpn
1970;23:264-80.

[37] Nogoshi M, Igarashi T. On the amplitude characteristics of microtremor (Part
2). ] Seism Soc Jpn 1971;24:26-40.

[38] Konno K, Ohmachi T. Ground-motion characteristics estimated from spectral
ratio between horizontal and vertical components of microtremor. Bull Seism
Soc Am 1998;88:228-41.

[39] Sivaram K, Mahesh P, Rai SS. Stability assessment and quantitative evaluation
of H/V spectral ratios for site response studies in Kumaon Himalaya, India
using ambient noise recorded by a broadband seismograph network. Pure
Appl Geophys 2012;169:1801-20.

[40] Mucciarelli Marco, Gallipoli Maria Rosaria. A critical review of 10 years of
microtremor HVSR technique. Boll Geofis Teor Appl 2001;42:255-66.

[41] Halldorsson B, Sigbjérnsson R, Rupakhety R, Chanerley AA. Extreme near-fault
strong-motion of the M6.3 Olfus earthquake of 29 May 2008 in South Iceland.
14th European Conference Earthquake Engineering 14ECEE, Ohrid, Macedo-
nia; 2010, Paper no. 1640.

[42] Halldorsson B, Avery H. Converting strong-motion networks to arrays via
common triggering. Seism Res Lett 2009;80:572-8.

[43] Bodvarsson R, Rognvaldsson ST, Slunga R, Kjartansson E. The SIL data acqui-
sition system-at present and beyond year 2000. Phys Earth Planet Inter
1999;113:89-101.

[44] Brandsdéttir B, Parsons M, White RS, Gudmundsson O, Drew J, Thorbjar-
nardéttir BS. The May 29th, 2008 earthquake aftershock sequence within the
South Iceland Seismic Zone: fault locations and source parameters of after-
shocks. Jokull ] Glaciol Geol Soc Icel 2010;60:23-46.

[45] Pétursson GG, Vogfjord Kristin. Attenuation Relations for near- and Far-Field
Peak Ground Motion (PGV, PGA) and New Magnitude Estimates for Large
Earthquakes in SW-Iceland. Reykjavik, Iceland: Icelandic Meteorological Of-
fice; 2009.

[46] Bard PY. Microtremor measurements: a tool for site effect estimation? Proc
Second Int Symp Eff Surf Geol Seism Motion Yokohama Jpn 1998:1251-79.

[47] Triantafyllidis P, Theodulidis N, Savvaidis A, Papaioannou C, Dimitriu P. Site
effects estimation using earthquake and ambient noise data: the case of Lefkas
town (W. Greece); 2006. p. 3-8.

[48] Pilz M, Parolai S, Leyton F, Campos J, Zschau J. A comparison of site response
techniques using earthquake data and ambient seismic noise analysis in the


http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref1
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref1
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref1
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref2
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref2
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref3
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref3
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref3
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref3
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref4
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref4
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref4
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref4
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref5
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref5
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref5
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref5
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref6
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref6
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref6
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref7
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref7
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref7
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref8
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref8
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref8
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref8
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref8
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref8
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref9
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref9
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref9
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref9
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref10
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref10
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref10
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref11
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref11
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref11
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref11
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref12
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref12
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref12
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref13
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref13
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref13
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref14
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref14
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref14
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref14
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref15
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref15
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref15
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref16
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref16
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref17
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref17
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref17
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref18
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref18
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref18
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref18
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref19
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref19
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref19
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref20
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref20
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref20
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref21
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref21
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref21
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref21
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref22
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref22
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref23
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref23
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref23
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref24
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref24
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref24
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref25
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref25
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref25
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref25
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref26
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref26
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref26
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref27
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref27
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref27
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref27
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref28
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref28
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref28
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref28
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref29
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref29
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref29
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref30
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref30
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref30
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref30
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref31
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref31
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref31
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref32
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref32
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref32
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref32
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref33
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref33
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref33
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref33
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref33
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref34
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref34
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref34
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref35
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref35
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref35
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref36
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref36
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref36
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref36
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref37
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref37
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref37
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref37
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref37
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref38
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref38
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref38
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref39
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref39

S. Rahpeyma et al. / Soil Dynamics and Earthquake Engineering 89 (2016) 136-151 151

large urban areas of Santiago de Chile. Geophys Res Lett 2009;178:713-28.

[49] Olivera CI, Halldorsson B, Olafsson S, Green RA, Sigbjornsson R. A first look at
site effects at icelandic strong-motion stations using microseismic data. In:
Proceedings of the 2nd european conference earthquake engineering seis-
mology 2ECEES, Paper no. 2044, Istanbul, Turkey; 2014.

[50] Parolai S, Bormann P, Milkereit C. Assessment of the natural frequency of the
sedimentary cover in the Cologne area (Germany) using noise measurements.
] Earthq Eng 2001;5:541-64.

[51] D’Amico V, Picozzi M, Baliva F, Albarello D. Ambient noise measurements for
preliminary site-effects characterization in the urban area of Florence, Italy.
Bull Seism Soc Am 2008;98:1373-88.

[52] Sato T, Hirasawa T. Body wave spectra from propagating shear cracks. ] Phys
Earth 1973;21:415-31.

[53] Aki K. Scaling law of seismic spectrum. ] Geophys Res 1967;72:1217-31.

[54] Sato T, Hirasawa T. Body wave spectra from propagating shear cracks. ] Phys
Earth 1973;21:415-31.

[55] Aki K, Richards PG. Quantitative seismology. theory and methods, vol. I, II. San
Francisco, USA: W.H. Freeman and Company; 1980.

[56] Nakamura Y. Clear identification of fundamental idea of Nakamura's technique
and its applications. In: Proceedings of the 12th World Conference on Earth-
quake Engineering, 2000, p. 2656.

[57] Nakamura Y. On the H/V spectrum. In: Proceedings of the 14th World Con-
ference on Earthquake Engineering, Beijing, China; 2008.

[58] Albarello D, Lunedei E. Alternative interpretations of horizontal to vertical
spectral ratios of ambient vibrations: new insights from theoretical modeling.

Bull Earthq Eng 2010;8:519-34.

[59] Giacomo DD, Gallipoli MR, Mucciarelli M, Parolai S, Richwalski SM. Analysis
and modeling of hvsr in the presence of a velocity inversion: the case of Ve-
nosa, Italy. Bull Seism Soc Am 2005;95:2364-72.

[60] Herak M. ModelHVSR—A Matlabs tool to model horizontal-to-vertical spectral
ratio of ambient noise. Comput Geosci 2008;34:1514-26.

[61] Tsai NC. A note on the steady-state response of an elastic half-space. Bull
Seism Soc Am 1970;60:795-808.

[62] Chopra AK. Dynamics of structures, vol. (3). New Jersey: Prentice Hall; 1995.

[63] Chopra AK. Modal analysis of linear dynamic systems: Physical interpretation.
J Struct Eng 1996;122:517-27.

[64] Yoshida N. Seismic ground response analysis, vol. 36. Dordrecht: Springer
Netherlands; 2015.

[66] Semundsson K, Kristinsson S. Hveragerdi. Soil temperature measurements
and faults. Reykjavik, Iceland: Iceland GeoSurvey (ISOR); 2005 (In Icelandic).

Further reading

[65] Schnabel PB, Lysmer ], Seed HB. SHAKE-A computer program for response
analysis of horizontally layered sites United States: University of Califorina
Berkeley; 1972 Report No. EERC 72-12.


http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref39
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref39
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref40
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref40
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref40
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref40
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref41
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref41
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref41
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref41
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref42
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref42
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref42
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref43
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref43
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref44
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref44
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref44
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref45
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref45
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref46
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref46
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref46
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref46
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref47
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref47
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref47
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref47
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref48
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref48
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref48
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref49
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref49
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref49
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref50
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref51
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref51
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref51
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref52
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref52
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref53
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref53
http://refhub.elsevier.com/S0267-7261(16)30078-1/sbref53

Paper II

Bayesian hierarchical model of variations in earthquake
peak ground acceleration within small-aperture arrays

Sahar Rahpeyma, Benedikt Halldorsson, Birgir Hrafnkelsson, and Sigurjon
Jonsson

Rahpeyma S, Halldorsson B, Hrafnkelsson B, Jonsson S (2018) Bayesian hierarchical model
of variations in earthquake peak ground acceleration within small-aperture arrays.
Environmetrics, 29(3), doi:10.1002/env.2497

113






Received: 2 November 2017

Revised: 27 February 2018

Accepted: 27 February 2018

DOI: 10.1002/env.2497

RESEARCH ARTICLE

WILEY

Bayesian hierarchical model for variations in earthquake
peak ground acceleration within small-aperture arrays

Sahar Rahpeyma'! | Benedikt Halldorsson? | Birgir Hrafnkelsson® | Sigurjon Jonsson*

IEarthquake Engineering Research Centre
& Faculty of Civil and Environmental
Engineering, School of Engineering and
Natural Sciences, University of Iceland,
Selfoss, Iceland

2Geoscience Research Group, Division of
Processing and Research, Icelandic
Meteorological Office, Reykjavik, Iceland

3Department of Mathematics, Faculty of
Physical Sciences, School of Engineering
and Natural Sciences, University of
Iceland, Reykjavik, Iceland

“Physical Science and Engineering
Division (PSE), King Abdullah University
of Science and Technology (KAUST),
Thuwal, Saudi Arabia

Correspondence

Benedikt Halldorsson, Earthquake
Engineering Research Centre & Faculty of
Civil and Environmental Engineering,
School of Engineering and Natural
Sciences, University of Iceland, Selfoss,
Iceland.

Email: skykkur@hi.is

Funding information

Icelandic Centre for Research,
Grant/Award Number: 141261-051/52/53;
Eimskip Fund of the University of Iceland;
University of Iceland Research Fund;
Marie Curie International Re-integration
Grant

1 | INTRODUCTION

Knowledge of the characteristics of earthquake ground motion is fundamen-
tal for earthquake hazard assessments. Over small distances, relative to the
source-site distance, where uniform site conditions are expected, the ground
motion variability is also expected to be insignificant. However, despite being
located on what has been characterized as a uniform lava-rock site condition,
considerable peak ground acceleration (PGA) variations were observed on sta-
tions of a small-aperture array (covering approximately 1 km?) of accelerographs
in Southwest Iceland during the Olfus earthquake of magnitude 6.3 on May 29,
2008 and its sequence of aftershocks. We propose a novel Bayesian hierarchical
model for the PGA variations accounting separately for earthquake event effects,
station effects, and event-station effects. An efficient posterior inference scheme
based on Markov chain Monte Carlo (MCMC) simulations is proposed for the
new model. The variance of the station effect is certainly different from zero
according to the posterior density, indicating that individual station effects are
different from one another. The Bayesian hierarchical model thus captures the
observed PGA variations and quantifies to what extent the source and recording
sites contribute to the overall variation in ground motions over relatively small
distances on the lava-rock site condition.

KEYWORDS

Bayesian hierarchical model, ground motion variabilities, peak ground acceleration, posterior

density function, strong-motion array

The spatial variability of strong ground motions can highly affect the response of lifeline systems such as pipelines,
tunnels, bridges, and transmission systems. One of the important lessons learned from recent catastrophic earthquakes
(e.g., Mexico City earthquake, 1985; Loma Prieta earthquake, 1989; Kobe earthquake, 1995; [zmit earthquake, 1996; and
Chi-Chi earthquake, 1999) is that the distribution pattern of seismic waves propagation can significantly change due to
variation in geological conditions even over relatively small areas. Quantitatively estimating the strong-motion proper-
ties will provide practical information of the key factors that affect the spatial variation of ground motion parameters.
Accordingly, it is of paramount importance to obtain the contribution of the earthquake source, path, and site effects
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to the overall variability of ground motions. This paper develops a statistical method to address the contribution of
the earthquake source and localized station effects into the overall variability of strong ground motions in addition to
quantifying the associated variabilities. This estimation is essential for microzonation studies and decision making for
urban planning.

After the installation of the SMART-1 array, the first digital strong-motion circular array (37 accelerographs in an aper-
ture of D = 2 km) in Taiwan in 1980, noticeable variations in seismic ground motions were observed over short distances
(Abrahamson, 1988). The recorded data have provided a great opportunity to identify the properties of the earthquake
source, recording station, and propagation path effects on distribution of ground motions across the array (Bolt, Tsai, Yeh,
& Hsu, 1982; Chiu, Amirbekian, & Bolt, 1995; Dimitriu, Theodulidis, & Bard, 2000; Harichandran, 1991; Loh, 1985; Loh,
Ang, & Wen, 1983; Theodulidis & Bard, 1995). Since then, attempts have been made to characterize the spatial variability
of seismic ground motions by using closely spaced networks and seismic arrays due to the critical effects ground motion
variations can have on reliable earthquake disaster mitigation and early-stage damage assessments. A large number of
seismic arrays and networks, permanent or temporary, have been installed around the world to investigate the charac-
teristics of seismic ground motions. For instance, Meremonte, Frankel, Cranswick, Carver, and Worley (1996) deployed
portable digital seismographs in the San Fernando Valley to investigate relevant factors to seismic zonation in urban areas,
such as site amplification, sedimentary basin effects, and the variability of ground motion over short distances. They
observed high variation in ground motion parameters over a distance of 200 m. Bessason and Kaynia (2002) observed
the variability of strong-motion recordings and response spectra on the west and east abutments of the base-isolated and
instrumented 80-m-long Thjorsa Bridge in South Iceland. Shabestari, Yamazaki, Saita, and Matsuoka (2004) estimated
the spatial distribution of ground motion parameters using the data recorded by K-NET and KiK-net (strong-motion seis-
mograph networks) stations in Japan over a 1 km x 1 km area. Most recently, Rahpeyma, Halldorsson, Olivera, Green,
and Jénsson (2016) investigated the variability across the small-aperture and urban strong-motion arrays in south and
north of Iceland.

In general, the observed ground motions at a station can be expressed as a convolution of the primary terms of source,
path, and site effects (Boore, 1983, 2003; Field & Jacob, 1995). The unknown source, path, and site effects are usu-
ally approximated using parameterized empirical models that are fitted to a given data set via regression analysis (e.g.,
Baltay, Hanks, & Abrahamson, 2017; Bindi, Castro, Franceschina, Luzi, & Pacor, 2004; Boatwright, Fletcher, &
Fumal, 1991; Boore, Joyner, & Fumal, 1997; Chin & Aki, 1991; Moya, Aguirre, & Irikura, 2000; Ortiz-Aleman,
Reyes-Olvera, Iglesias-Mendoza, Orozco-Del-Castillo, & Hernandez-Gémez, 2017; Shabestari et al., 2004) or using empir-
ical techniques (e.g., Aki, 1957; Bard, 1998; Borcherdt, 1970; Nakamura, 1989). However, the inversion problems are
mostly nonlinear and can be influenced by non-uniqueness solution, which leads to high level of uncertainties. On the
other hand, over the last couple of decades, many researchers have focused on physically quantifying the properties
of the earthquake source, path, and site responses to develop the new generation of ground motion models (GMMs),
which are used to predict the expected peak ground parameters along with the model variability (e.g., Boore, Stewart,
Seyhan, & Atkinson, 2014; Campbell & Bozorgnia, 2014; Chiou & Youngs, 2014).

It has long been known that the reliability of ground motion amplitudes plays an important role in an accurate seis-
mic hazard assessment, especially for near-fault events. The total aleatory variability (i.e., of natural origin) in empirical
attenuation models can be split into two main independent components: inter-event variability and intra-event variabil-
ity (e.g., Abrahamson & Youngs, 1992; Atik et al., 2010). The inter-event variability can be described as the ground motion
variability related to the event-specific factors (e.g., randomness in the source e.g., possible source variation and associ-
ated directivity effects), whereas the intra-event variability can be interpreted as the ground motion variability related to
the record-specific factors (e.g., randomness in site response) (Strasser, Abrahamson, & Bommer, 2009).

After the M,, 6.3 Olfus earthquake on May 29, 2008 in South Iceland over 1,700 aftershocks were recorded on 12
strong-motion stations of the Icelandic strong-motion array in the town of Hveragerdi (ICEARRAY I), deployed in 2007
and located in the extreme near-fault region of the mainshock (Halldorsson & Sigbjornsson, 2009). While insignifi-
cant variability in ground motion amplitudes was expected due to uniform station condition across ICEARRAY I, the
opposite was observed, and the recorded ground motions of the mainshock and aftershocks exhibited considerable vari-
ations in peak ground acceleration (PGA) and peak ground velocity (PGV) (Douglas & Halldorsson, 2010; Halldorsson &
Sigbjérnsson, 2009; Rahpeyma et al., 2016). These data thus provide an ideal opportunity to statistically model and phys-
ically interpret the spatial distribution of ground motion intensities over relatively small area. The objective is to separate
the variations in amplitudes in order to find more reliable inference of source, path, and site effects. The dense recordings
at short interstation distances are expected to provide a more reliable assessment of ground motion amplitude distribution
and its variability.
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In this paper, we introduce a practical scheme based on the Bayesian statistical framework to give us a better under-
standing of the distribution of strong-motion amplitudes and to quantify the corresponding variabilities. For that purpose,
we propose a new Bayesian hierarchical model (BHM) for the variability of PGA across a small-aperture array. The pro-
posed model incorporates many of the commonly used seismic parameters and offers a flexible probabilistic framework for
multilevel modeling of PGA that accounts for the effects of the earthquake source, propagation path effects and localized
site effects, along with their respective variabilities. The proposed multilevel model is designed to explain the variabil-
ity in the data with an event effect, a station effect, an event-station effect, and a term representing unexplained effects
and other factors that are not accounted for (e.g., see Kuehn & Scherbaum, 2015, 2016; Landwehr, Kuehn, Scheffer, &
Abrahamson, 2016; Sigurdarson & Hrafnkelsson, 2016). Our proposed BHM model makes it possible to separate the
intra-event variability into two variability terms, that is, a station effect and an event-station effect. This is an improvement
as the models of Kuehn and Scherbaum (2015, 2016) do not separate the event-station effect and the term representing
the unexplained effects and unaccounted factors but model these two terms as one term. The Matérn covariance function
is used to model the spatial fields corresponding to the station effect and the event-station effect. The Matérn covariance
function has three parameters that control the spatial correlation, namely, the decay parameter, the smoothness parame-
ter, and the amplitude of the spatial field (see, e.g., Cressie & Huang, 1999). We note that Jayaram and Baker (2009) have
outlined some of the most common models that have been fitted to spatial data in various fields. Although the exponen-
tial model appeared to be the most appropriate model for general application, they found that common fitting procedures
were not optimal for obtaining the model parameters. Hence, they employed a manual fitting approach in which the
model parameters were “tuned” using visual judgment. In contrast, the proposed multilevel modeling approach in this
study was found to be both appropriate and reliable to determine the model parameters and the associated variability.

The BHM in this study is thus useful for the prediction of ground motion parameters with location across the array and
will improve our understanding of the ground motion distribution by separating it into contributions attributed to the
source and localized site effects, respectively. The results indicate the importance of regionalization of the ground motion
in the effort of understanding the underlying sources of the aleatory variability, which consequently affects the seismic
hazard analysis. We note at the outset that the proposed BHM is a general model and could be applied to any ground
motion parameter of interest.

2 | ARRAY STRONG-MOTION DATA

Iceland is seismically the most active region in Northern Europe and is located on the extensional plate boundary of
the North American and Eurasian tectonic plates known as the Mid-Atlantic Ridge. The extensional spreading rate of
approximately 2 cm/year manifests itself as a belt of volcanic and seismic zones across Iceland from southwest to northeast
(DeMets, Gordon, Angus, & Stein, 1994; Einarsson, 1991, 2008; Seemundsson, 1979). Due to an eastward ridge jump
in Iceland, two transfer zones have formed, the onshore South Icelandic Seismic Zone (SISZ) and the largely offshore
Tjornes Fracture Zone (TFZ) in the north (Figure 1). Historically, the most destructive earthquakes have taken place in
these two transfer zones, and the size of these earthquakes has been estimated between magnitude 6 and 7 (Sigbjornsson,
Sigurdsson, Snaebjornsson, & Valsson, 2006; Stefansson et al., 1993; Stefainsson, Gudmundsson, & Halldérsson, 2008). The
SISZ is characterized by a series of parallel north-south right-lateral strike-slip faults on which the largest earthquakes
take place, the latest one being the earthquake of magnitude 6.3 on May 29, 2008.

ICEARRAY I, the first strong-motion array in Iceland, was installed in the town of Hveragerdi in the western part of
the SISZ in 2007 (Halldorsson & Sigbjornsson, 2009; Halldorsson, Sigbjornsson, & Schweitzer, 2009). It consists of 12
strong-motion stations in an area of ~1.23 km? with interstation distance ranging from 50 to 1,900 m (Figure 1). As can
be seen in a geological map of Hveragerdi (Figure 2), most of the town lies directly on top of lava-rock (Seemundsson &
Kristinsson, 2005) considered to represent a uniform “rock” site condition within ICEARRAY 1. Accordingly, a uniform
site amplification of seismic waves would be expected at the ICEARRAY I stations. Nevertheless, based on local geological
surveys and available log information for shallow boreholes across the Hveragerdi, the rock-site condition can be sepa-
rated into an old bedrock condition on one hand, and a young lava-rock condition on the other hand. For the latter, the
uppermost lava-rock layer (BIC in Figure 2) is found to lie on top of a softer sedimentary layer, which in turn lies on top of
another lava-rock layer (A in Figure 2). Below that is most likely another sedimentary layer on top of the old bedrock at
70- to 80-m depth, resulting in two contrasts in material density and velocity between rock and sedimentary layers, which
characterize the site amplification on lava-rock in Hveragerdi (Rahpeyma et al., 2016).
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FIGURE 1 Aftershock distribution (blue circles) of the Olfus earthquake on May 29, 2008 (red star shows the mainshock epicenter) in
Southwest Iceland recorded by Icelandic strong-motion array in the town of Hveragerdi (ICEARRAY I) network, with the location of the
causative faults approximated by the red dashed lines. The top-left figure shows the 12 ICEARRAY I strong-motion stations (red circles)
located within the town of Hveragerdi (black dashed rectangle in the central figure). The bottom-right map of Iceland shows the approximate
location of the Mid-Atlantic plate boundary (dark solid line), the Tjornes Fracture Zone (TFZ), and South Iceland Seismic Zone (SISZ). The
red solid rectangle marks the area shown in the central figure
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lava. The Icelandic strong-motion array in the town of Hveragerdi (ICEARRAY I) station locations are marked as blue circles
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Less than a year after ICEARRAY I was deployed, on May 29, 2008, the M,, 6.3 Olfus earthquake took place, and the array
recorded over 1,700 of its aftershocks (Figure 1). The primary analysis of the distribution of peak ground motion param-
eters (e.g., PGA, PGV, and response spectral acceleration (SA)) during the mainshock and a few aftershocks exhibited
significant ground motion variation within the array (Douglas & Halldorsson, 2010; Halldorsson & Sigbjornsson, 2009;
Rahpeymaetal., 2016, 2017). As mentioned above, it is well recognized that localized geological structure can significantly
vary within short distances and influence site responses (Bessason & Kaynia 2002; Di Giacomo, Gallipoli, Mucciarelli,
Parolai, & Richwalski, 2005; Loh, 1985; Rahpeyma et al., 2016; Shabestari et al., 2004). Consequently, it is important to
quantify such variation and its associated variability in order to evaluate its importance in the mitigation of seismic risk.
The extensive ICEARRAY I strong-motion data set from M,, 6.3 Olfus earthquake and its aftershocks therefore provides an
ideal opportunity to model, parameterize, and interpret the distribution of ground motion across the array along with the
associated variability.

The aftershock distribution of the Olfus earthquake delineates two parallel and near-vertical north-south striking
right-lateral strike-slip faults approximately 4.5 km apart (Figure 1). While the mainshock epicenter was recorded on the
eastern fault, the majority of the aftershocks occurred on the western fault that is located only 1-2 km from Hveragerdi
and ruptured ~2 s after the eastern fault (Halldorsson, Sigbjornsson, Rupakhety, & Chanerley, 2010; Sigbjérnsson,
Snaebjornsson, Higgins, Halld6rsson, & Olafsson, 2009). The mainshock ground motion was characterized by intense but
short-duration ground acceleration (~5-6 s) and large amplitude and long-period near-fault velocity pulses. The geomet-
ric mean of the horizontal PGA of the mainshock varies in the range of ~44-88% of the acceleration of gravity (g) at
distances ranging ~1.0-2.3 km from the causative faults (Halldorsson & Sigbjornsson, 2009). Similar variations have been
noted for the aftershocks, which range in local magnitudes of 0.42-4.75 and epicentral distances of 1.6-15 km (Figure 3),
and they resulted in maximum geometric mean of horizontal PGA values in the range 0.03-38% g across stations (Douglas
& Halldorsson, 2010; Rahpeyma et al., 2016).

To investigate the variability of strong motion recorded on the same geological unit, we used the aftershock recordings
from 10 stations that are directly located on the lava-rock layer that underlies the main part of the town. We thus excluded
station IS610 that sits on older bedrock on a hillside and station IS613 that is also on the old bedrock and for which only
a few recordings were available. In addition, two stations, IS608 and IS688, are collocated and thus provide essentially
identical results (Halldorsson & Sigbjornsson, 2009). After reviewing the three-component acceleration time histories for
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FIGURE 3 Parametric description of the aftershock recordings of the Icelandic strong-motion array in the town of Hveragerdi
(ICEARRAY I). (a) The number of aftershocks recorded by each station; (b) the number of events recorded by a given number of stations.
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all events and all stations for quality purposes, we selected 610 events recorded by 10 strong-motion stations to use in
this study. After excluding missing data points (i.e., stations with no records), a total of 4,620 data points of PGA (geo-
metric mean of PGA from two horizontal components) remained for the analysis. For all these records, reliable seismic
parameters were available (e.g., local magnitude and hypocentral location) from other networks (Brandsdottir et al., 2010;
Stefansson et al., 1993).

3 | STATISTICAL MODELING

3.1 | A BHM for PGA

The proposed statistical model for the spatially referenced PGA data is a BHM with a data level, a latent level, and a
hyperparameter level. The observed log-scale PGA, log;o PGA, is modeled at the data level of the BHM. For N events
recorded at Q stations, let Y, represent the base-10 logarithm of the observed PGA for event e at station s. The proposed
model consists of five independent terms and can be presented as Equation (1), as follows:

Yes = pes (Me, Res, De) + 6B, + 655 + 6W Ses + 0R.s,

1)
e=1,...,N, s=1,...,0

where u,s provides median ground motion in terms of independent variables (magnitude, hypocentral distance, and depth
of the origin) for event e and station s, 6B, is the event effect (also called inter-event residual or event term) that denotes
the overall effect of event e in addition to the predicted median ground motion u,s, 6S; is the station effect for station s,
6WS,s is a spatially correlated event-station effect, and 6R,, is an independent error term representing unexplained effects
or other factors that are not accounted for. The terms §WS,; and 6R,; are assumed to follow Gaussian distributions, thus
conditioned on u.s, 6B,, and 6S;; then, Y, also follows a Gaussian distribution.

The term p,, is a commonly used linear predictive function for median ground motion. Although GMMs come in a
variety of different functional forms, in this study, we nominate a commonly used and parsimonious model that links
PGA to the local magnitude of the eth earthquake, M,; the hypocentral distance from the eth event to the sth station, R;
and the depth of the origin of the eth earthquake, D,, as follows:

Hes = P1 + oM. + ﬂ310g10 (Res) + PaDe. (2)

The coefficients = ($1, B2, B3, B4) correspond to the particular area and volume under study in which the seismic waves
travel on their way to the surface, reflecting the peculiarities of the local seismic regime and geological structure. We
assume a weakly informative prior distribution for the g coefficients, with the mean p; and the diagonal covariance matrix
X; (see Appendix). The event effects are combined in the vector 6B = (6B, ..., 6By), which we assume a priori to be
normally distributed with mean zero and standard deviation z, independent of each other. The station effects in the vector
68 =(651, ..., 6Sp) are assumed to stem from a mean-zero Gaussian field governed by a Matérn covariance function with
marginal variance d)gz ¢ that describes the station-to-station variability, smoothness parameter vss = 0.5, (see Equation (3),
i.e., exponential covariance function), and range parameter Ag,s. We note that the exponential covariance has been found
to be an appropriate model to fit to the spatial data (Foulser-Piggot & Stafford 2012; Goda & Atkinson, 2009; Goda &
Hong, 2008; Jayaram & Baker, 2009; Landwehr et al., 2016). The covariance matrix of the vector 8S is denoted by Xg,s,

and it can be presented as
2 di;
{ESZS}ij = d)szs exp _A . ©)
S28 ij

The spatially correlated event-station effects, §WS,,, are modeled as a mean-zero Gaussian field for each event e that is also
governed by a Matérn covariance function with marginal variance q% s that describes within event variability, smoothness
parameter vss = 1.5 (after testing other plausible values), and range parameter Agg, as follows:

SS Jij SS Ass Ass ij.

It has been shown that the correlation structure of the residuals from GMMs is not dependent on the direction and is
therefore isotropic (e.g., Goda & Hong, 2008; Jayaram & Baker, 2009; Wang & Takada, 2005). In addition, our analysis
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of residuals revealed that it is reasonable to assume that the spatial correlation functions for event-station effects are
isotropic. The Gaussian fields of any two events are independent, and thus, the vector of all WS, terms stacked by
subvectors containing terms from the same event has mean zero and a block-diagonal covariance matrix. Finally, the term
representing unexplained effects, 6R,s, is assumed to be Gaussian with zero mean and standard deviation of ¢g, and the
6R,s terms are assumed to be independent of each other. Theoretically, it is difficult to infer the parameters of the spatial
field representing the station effect because there is only one replicate of it in the proposed model (see Zhang, 2004).
Thus, both the smoothness parameter and the range parameter are selected beforehand, and only the marginal variance is
inferred. We assume that the station field is continuous but not its first derivative (in terms of expected mean square error).
This is achieved by setting the smoothness parameter equal to 0.5. Further, it is assumed that the spatial correlation is
small for distances of same scale as the smallest interstation distance, leading to a range parameter equal to 0.06 km. In the
case of the event-station effect, there are many replicates of that effect, and thus, the marginal variance, the smoothness
parameter, and the range parameter can be inferred. However, it can be hard to determine the smoothness parameter
when an uncorrelated error term such as 6R, has to be taken into account and its variance to be estimated along with
the other parameters. Thus, the smoothness parameter is selected under the assumption that the fields corresponding to
S5WS,s have a continuous first derivative (again in terms of expected mean square error), so the fields are rather smooth
relative to fields that are only continuous. This is achieved by setting the value of the smoothness parameter equal to 1.5.
A more detailed description of the BHM is given in the Appendix.

The total variance of Y., when conditioning on M,, R, and D,, can be calculated as the sum of the inter-event vari-
ance 72, the interstation variance ¢§2$ (i.e., station-to-station variability), the event-station variance qﬁi, s (i.e., variability
between stations for an event), and the variance of the unexplained effects and other unaccounted factors, ‘1’123’ as follows:

o’ =12+ Pl + dig + (5)

The inter-event variance (z2) quantifies the variations between events after taking the effects of M,, R,s, and D, of each
event into account. The interstation variance (d)ézs) quantifies the variability in the station effects that stems from the
varied local geological conditions. I