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Abstract

Deformation of geothermal reservoirs is a growing topic in the field of crustal deformation research. The deformation behavior of a geothermal resource can give us insight about its sustainability and can help to increase our understanding of reservoir processes. The topic of this dissertation is crustal deformation in the Hengill area with focus on the deformation around the two geothermal fields of Hengill: Hellisheidi and Nesjavellir. We show that in a complex geological setting as we have in Hengill, we need good models of the regional deformation processes to be able to investigate the more localized deformation signals of geothermal reservoirs. The plate spreading constitutes a significant component to the horizontal displacement at Hengill which can be seen in GNSS data as well as InSAR data. Additionally, a wide scale deformation signal can be seen in Eastern Hengill. The first paper of this thesis describes these observations and their modeling. We find that local subsidence signals at Hellisheidi and Nesjavellir is consistent with the observed pressure decrease in the two geothermal fields. In the second paper in this thesis, we investigate an uplift signal that was observed at Húsmúli, one of the injection sites at the Hellisheidi field, during 2011–2012. The signal appeared at the same time as the injection and an increase in seismicity in September 2011. We interpret the deformation as being caused by an increase in pore pressure, which in turn led to an increase in seismicity. To better understand the deformation of geothermal reservoirs, we study the relationship between amount of extracted geothermal fluid and the magnitude of reservoir deformation as the third topic of the thesis. We show that the ratio of reservoir volume decrease due to deformation to mass of extracted fluid depends on a number of parameters, in particular the compressibility of rock and pore fluid. We use examples from three geothermal reservoirs to investigate how different values of this ratio can be explained by different combinations of material parameters. Possible ranges of parameter combinations are presented for each case, showing that our method can be used to constrain values of material properties based on geodetic observations of surface deformation.
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1 Introduction

1.1 Crustal deformation in Iceland

Iceland, with all its volcanic and tectonic activity, presents itself like a natural laboratory for earth scientists. Being a surface section of the Mid-Atlantic ridge it features volcanic eruptions, plate spreading, earthquakes and steaming geothermal areas. The combination makes for a highly dynamic environment causing the Earth’s crust to deform in complex patterns. The most prominent of the active deformation processes in Iceland is the spreading between the North American and Eurasian tectonic plates. Decades before the theory of plate tectonics became scientific consensus, researchers already attributed extensional features of Iceland’s geology to large scale tectonic processes (see e.g. Nielsen, 1930). For a long time, however, it was difficult to quantify and validate this hypothesis, basically for two reasons: the magnitude of deformation was either too small to be measured or its scale was too large to be captured using the available techniques. With the rise of millimeter-precision geodetic techniques, the first problem was solved and it became possible to detect small magnitude deformation processes. Gaining momentum in the 1960s, distance and tilt measurements were performed to measure local surface displacements in and across rift zones as well as around volcanoes, using geodimeters, tilt-meters and optical leveling (Tryggvason, 1968; Decker et al., 1971; Tryggvason, 1994). Starting in the 1980s, satellite-borne geodesy drastically increased the spatial scales on which observations could be made. The global positioning system (GPS), first used to study deformation in Iceland in 1986 (Foulger et al., 1987), was applied to detect surface motion in a countrywide network, measured in 1993 and 2004, revealing the spreading across the plate boundary (Árnadóttir et al., 2009). Interferometric satellite-borne synthetic aperture radar (InSAR) added the possibility of spatially dense measurements of surface motion over scales of tens of kilometers. Vadon and Sigmundsson (1997) applied it in Iceland for the first time, showing how it can be used on a regional scale to highlight plate spreading and geothermal reservoir deformation.

Over the years an extensive range of deformation processes have been observed in Iceland using GPS and InSAR, with the purpose of research or monitoring of natural hazards. These processes include deformation of magma chambers (e.g. Sigmundsson et al., 1992; Geirsson et al., 2012), propagation of dykes (Sigmundsson et al., 2015), deformation during (e.g. Pedersen et al., 2001; Árnadóttir et al., 2001) and following (e.g. Jónsson et al., 2003; Árnadóttir et al., 2005) earthquakes, deformation following rifting episodes (e.g. Foulger et al., 1992; Sigmundsson et al., 1997), glacial isostatic adjustment (e.g. Árnadóttir et al., 2009; Auriac et al., 2013), seasonal surface load variations (Grapenthin et al., 2006; Drouin et al., 2016) and geothermal energy production (e.g.
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Vadon and Sigmundsson, 1997).

In this study we focus on surface deformation in the Hengill area in south-west Iceland (Figure 1.1). We investigate the complex deformation field generated by overlapping signals from plate spreading, geothermal reservoir- and volcanic deformation in Paper I. In Paper II, we investigate how injection in the Hellisheidi geothermal field can cause surface uplift and how injection and uplift relate to the local increase in seismicity. For Paper III we take a more general look at how the amount (i.e. volume or mass) of fluid extraction from a geothermal reservoir relates to the deformation and compare the behavior of the Hellisheidi reservoir to geothermal fields in- and outside of Iceland.

![Figure 1.1: Southwest Iceland and the study area at Hengill. Red areas show fissure swarms (Hjartardóttir et al., 2016). Surface faults are shown as black lines and are taken from Clifton et al. (2002) and Einarsson (2008). The small map of Iceland in the bottom right shows the location of plate boundaries taken from Árnadóttir et al. (2009) and plate velocities calculated using the MORVEL model (DeMets et al., 2010).](image)

1.2 The Hengill area

The Hengill mountain range, around 20 km east of Reykjavik, is a particular interesting area for studying deformation processes. It marks a triple junction of the plate boundaries between the North American plate, the Eurasian plate and the Hreppar microplate. The arms of the plate boundaries that meet here are the Reykjanes Peninsula (RP) in the south-west, the South Iceland Seismic Zone (SISZ) in the east and the Western Volcanic Zone (WVZ) in the north (Figure 1.1). Being located on a divergent plate boundary Hengill has a history of volcanism, usually attributed to three different volcanic centers: the long inactive Grensdalur system (Foulger, 1988), the Hengill system and the Hrómundartindur system. The Hengill and Hrómundartindur systems are part of two separate, parallel fissure swarms (depicted as orange areas in Figure...
1.2 The Hengill area

The most recent eruptions are attributed to the Hengill system, with the last eruption occurring around 2000 years ago (Sæmundsson, 1967). The volcanic eruptions produced interbedded hyaloclastite and basaltic lava formations which are highly fractured (Sæmundsson, 1967; Franzson et al., 2010). SW-NE striking fissure swarms and normal faults characterize the Hengill range, but faults and fractures of various orientations can be found including N-S striking right-lateral strike-slip faults (e.g. Clifton et al., 2002).

The N-S orientation of strike-slip fault is widely observed in the region, e.g. on the Reykjanes peninsula (Clifton et al., 2003) and in the SISZ. In the SISZ, N-S oriented strike-slip earthquakes are common with major events occurring in sequences with average recurrence intervals of 80 to 100 years (Einarsson, 1991). The most recent sequence started in 2000 with two earthquakes of moment magnitudes 6.4–6.5 (e.g. Árnadóttir et al., 2001; Pedersen et al., 2003) and continued with two $M_W$ 6 events close to the Ölfus river (Hreinsdóttir et al., 2009), directly south-east of Hengill (Figure 1.2). During an episode of seismic unrest and surface uplift between 1994–1998, two earthquakes of $M_L \geq 5.0$ occurred on right-lateral N-S trending faults. The epicenters of both earthquakes are located close to the boundary between the Hengill and Hrómundartindur fissure swarms (Clifton et al., 2002, locations in Figure 1.2). Episodes of induced seismicity in the Húsmúli area at the Hellisheiði power plant occur on N-S striking strike-slip faults, as well (see Paper II).

On the top of creating a complex geological structure, Hengill’s volcanic activity provides the energy for Iceland’s most productive geothermal power sources. Today,
there are two geothermal power plants operational in Hengill (see Figure 1.2): Nesjavellir, located on the northern end of the Hengill range is operational since 1990, produces circa 120 MW electrical power. Hellisheidi, on the southern end, has been operational since 2006, with a production capacity of 300 MW for electricity. Hellisheidi is the largest geothermal power station in Iceland and received special attention in 2011 after an intense increase in seismicity with the commencing of re-injection of geothermal waste-water at the northwestern edge of the geothermal field, at the Húsmúli injection site (Paper II).

1.3 Deformation in geothermal areas

Like other types of subsurface fluid reservoirs (groundwater, oil, gas), geothermal reservoirs can exhibit considerable amounts of deformation when fluids are removed or injected. The volume change of the reservoir fluid can either change pore/fracture pressure or the production/injection of fluid can cause a temperature change in the reservoir, both of which may result in deformation of the reservoir.

The first well known example (and probably until today the most substantial case) occurred at the Wairakei field in New Zealand, where the first borehole was drilled in 1950. Subsidence was observed for the first time in 1956 by re-leveling the 1950 benchmark levels, measuring a maximum subsidence of around 8 cm (Hatton, 1970). The complete power plant was commissioned in 1958 and by 2007 the maximum subsidence had reached 15 m, with observed subsidence rates being as high as 50 cm yr\(^{-1}\) (Allis et al., 2009). Other cases have been reported from various geothermal areas around the world, e.g.: Cerro Prieto, Mexico (Carnec and Fabriol, 1999; Glowacka et al., 1999), the Geysers, USA (Lofgren, 1978; Mossop and Segall, 1997), Larderello, Italy (Dini and Rossi, 1990) and Bulalo, Philippines (Nordquist et al., 2004).

The five largest geothermal power plants in Iceland are Hellisheidi, Nesjavellir, Reykjanes, Svartsengi and Krafla. All of the geothermal fields that these plants exploit show observable surface deformation on the order of a few millimeters to a few centimeters per year. For Reykjanes, Svartsengi and Krafla these rates have been reported by e.g. Keiding et al. (2010), Vadon and Sigmundsson (1997), Sturkell et al. (2008) and Drouin et al. (2017). Deformation rates for Hellisheidi and Nesjavellir are presented in Papers I and II of this dissertation.

The most common occurrence of observed deformation around geothermal fields is ground subsidence due to fluid extraction (see examples above). Cases of ground uplift caused by fluid injection (which is common practice to maintain pressure in geothermal systems), however, have been observed as well. Heimlich et al. (2015), for example, report surface uplift (in line of sight of the satellite, see Section 2.2) of 4 cm within 8 months between 2013 and 2014 at the geothermal power plant of Landau, Germany. In an experimental setting, Vasco et al. (2002a) used tilt measurements of injection related deformation to determine reservoir flow characteristics at the Hijori test site in Japan.

In this dissertation we study deformation around the geothermal fields in the Hengill area, Hellisheidi and Nesjavellir, in detail. GNSS data from a dense campaign network, combined with data from continuous stations as well as InSAR data help us to quantify
1.4 Induced seismicity due to fluid extraction and injection

Induced seismicity is frequently observed in the vicinity of hydrocarbon or geothermal fluid exploitation sites (see Ellsworth, 2013; Zang et al., 2014). Generally speaking, it can be caused by an increase in shear stress, a decrease in (compressive) normal stress or an increase in pore pressure (e.g. Simpson et al., 1988; McGarr et al., 2002). Stress changes can be caused by both production and injection of fluids while pore pressure can increase when fluids are injected into a reservoir.

Examples of increasing seismicity related to fluid extraction are numerous, in particular for cases of hydrocarbon production (see e.g. Yerkes and Castle, 1976; Segall, 1989). In cases of geothermal fluid production, Fialko and Simons (2000), as well as Keiding et al. (2010) discuss for the geothermal fields at Coso, USA and Reykjanes, Iceland how fluid pressure drawdown may have caused stress changes leading to an increase in seismicity. These cases exhibit an increase in seismic activity both in- and outside of the main production area.

Earthquakes induced by fluid injection have been observed at a number of injection sites. The earliest well-documented example of this is a chemical weapon manufacturing site in Colorado, USA, where chemical waste-fluids were injected into the ground (Healy et al., 1968). It has since been observed related to injection operations at oilfields (e.g. Raleigh et al., 1976; Ottemöller et al., 2005; Shirzaei et al., 2016) as well as at geothermal fields (see Evans et al., 2012, for an overview). At the Geysers, USA, Rutqvist and Oldenburg (2008) argue that local cooling around injection wells causes stress changes which in turn generate induced seismicity. At Soulzt-sous-Forêts, France (Baisch et al., 2010), in Basel, Switzerland (Deichmann and Giardini, 2009), and at the KTB site in southern Germany (Zoback and Harjes, 1997), increased seismicity has been attributed to pore pressure increase.

The most well known case of induced seismicity in Iceland is related to the reinjection of waste-water at the Húsmúli injection site into the Hellisheidi geothermal field (e.g. Bessason et al., 2012). Seismicity was observed during drilling and testing of production and injection wells at Hellisheidi between 2002 and 2011 (Ágústsson et al., 2015). When full-scale injection started at Húsmúli in September 2011 a strong increase in seismic activity was observed, culminating in two magnitude 4 earthquakes on 15 October 2011, which were felt in neighbouring towns and in the capital area 20 km to the west. In Paper II we investigate the link between the increase in seismicity, fluid
injection and surface deformation.
2 Methods

2.1 GNSS

The Global Navigation Satellite System (GNSS) is a geodetic system that uses radio signals transmitted from satellites for positioning of a receiver device, providing positions in an absolute, 3-D reference frame. GNSS is the umbrella term for several systems, of which only the U.S. GPS and the Russian GLONASS systems are fully operational at the time of writing. A European (GALILEO) and a Chinese (BeiDou) system are currently under construction and are expected to become operational within the coming years. In this section we will provide a brief outline of the concepts of GNSS measurements. A much more detailed treatment can be found in the work of Misra and Enge (2006).

GNSS consists of a constellation of satellites orbiting the Earth at an altitude of approximately 20,000 km, and specifically designed receiver instruments are used to pick up these signals. The signal can be used to determine the distance, or range, between a receiver and a satellite, which is required to infer the receiver's position. There are two ways to determine the receiver-satellite range: code phase measurements and carrier phase measurements (Misra and Enge, 2006). Code phase measurements can be used to derive the apparent travel time between the receiver and the satellite, yielding the apparent range between receiver and satellite. Apparent, because satellite and receiver clocks are not synchronized, which means that the true travel time is not known. The difference between the time taken by satellite and receiver depends on the offsets of satellite clock and receiver clock to true time. While the offset, or bias in GNSS terminology, of the satellite clock can be mitigated (by using corrections from continuous reference stations tracking the same satellite), the receiver clock bias can neither be modeled nor be corrected for before positioning. Instead it becomes a fourth unknown in the equations that relate apparent range to the 3-D receiver coordinates. This means that, in order to determine the position of a receiver, at least four satellites need to be tracked at the same time. The position estimate, however, is affected by various error terms like atmospheric propagation delays, multipath arrivals, satellite clock bias and errors in orbital position. Partly, they can be minimized using appropriate models or specific measurement techniques (see Misra and Enge, 2006). An important tool to address these errors are continuously operated GNSS reference stations, which can be used to mitigate errors that are spatially and temporally correlated. For geodetic GNSS measurements in Iceland we are able to resort to a network of continuous GNSS stations both in Iceland and worldwide (Geirsson et al., 2006).

The accuracy of pseudorange position estimates derived from code phase measurements, however, is on meter level making them unsuitable for geodetic applications.
Carrier phase measurements, on the other hand, can be measured with greater precision because of their shorter signal wavelengths and because of their greater immunity to receiver-related measurement errors, i.e. multipath and receiver noise (Misra and Enge, 2006).

Because of the various errors sources that have to accounted for to obtain millimeter-accuracy is the length in time for which a receiver is deployed at an observation point. An observation time of at least several hours, preferably several days, is required.

In this study we use two different modes of observation to obtain GNSS data: continuously operated GNSS stations, which have the highest accuracy but can only be employed in low numbers due to cost factors, and campaign stations, benchmarks that we observe once per year for at least 48 hours. The former have a high accuracy and full temporal coverage, the latter form a dense network (circa 2–3 stations per square kilometer in the Hengill area, see Paper I) adding good spatial resolution to the measurements. We analyze the data using the GAMIT/GLOBK software combination (Herring et al., 2015) to reduce errors and to obtain precise, absolute positions in the ITRF08 reference frame (Altamimi et al., 2012).

2.2 InSAR

Satellite mounted, synthetic aperture radar (SAR) is a technique to image the Earth’s surface. Originally designed for mapping purposes, it was first used on the Seasat satellite, launched in 1978 (e.g. Stewart, 1988). With the launch of ERS-1 in 1991, the technology became easily accessible for the scientific community (see Massonnet et al., 1993).

SAR pulses have a wavelength spectrum between $\sim 3$ cm (X-band) and $\sim 25$ cm (L-band) and are capable of penetrating cloud cover and (to an extent) vegetation and do not require illumination by the sun unlike optical methods. The different wavelengths have a trade-off between less scatter (longer wavelengths) and better spatial resolution (shorter wavelengths). The satellite emits radar pulses (see Figure 2.1) that are reflected from the ground and part of the reflected signal returns to the satellite where it is recorded. Each SAR image acquired in this way contains amplitude and phase information from scatterers on the ground. If a satellite observes the same ground area at least twice from approximately the same point in orbit at different times, two images can be used to form an interferogram (interferometric SAR, or InSAR). To produce an interferogram, corresponding pixels in the two images are co-registered and the difference in phase is taken. If the scattering properties of a ground element do not vary significantly between acquisitions, the differencing removes the random contributions to the observed phase, leaving nonrandom residuals related to several effects: difference in viewing geometry (different positions in orbit) between acquisitions, different atmospheric conditions, topography and surface deformation that occurred between the two acquisitions. Since we are interested in surface deformation, the other effects need to be removed before we can obtain the desired information. In-depth explanation about InSAR and its application to crustal deformation can be found e.g. in Dzurisin (2007).

In cases where more than two acquisitions for a study area are obtained, we can
apply a multitemporal approach, where multiple interferograms are processed together (Hooper, 2008). This way we are able to cover longer time spans and to reduce decorrelation between images. We use the small-baseline algorithm, implemented in the StaMPS software (Hooper et al., 2012), which identifies pixels that decorrelate little over short time intervals and tracks deformation using these pixels over the time interval of all acquisitions.

In this study we use data from the TerraSAR-X satellite (track 41, ascending in south-to-north orbit). The satellite operates on X-band frequency with a right-looking configuration. Satellite and orbit properties of TerraSAR-X track 41 are given in Table 2.1. InSAR only detects displacements of the ground in one direction, the line-of-sight (LOS) of the satellite. The LOS depends on the trajectory of the satellite and on its viewing angle when imaging the ground (see Table 2.1). For our dataset the average LOS unit vector of the imaged area is \([-0.50, -0.12, 0.86]\) (east, north, up). This means that the observations are mostly sensitive to vertical and E-W motion.

Table 2.1: Satellite and orbit configuration of TerraSAR-X track 41.

<table>
<thead>
<tr>
<th>TerraSAR-X T41</th>
<th>Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mode</td>
<td>StripMap</td>
</tr>
<tr>
<td>Heading</td>
<td>346.5° (ascending)</td>
</tr>
<tr>
<td>Look direction</td>
<td>right</td>
</tr>
<tr>
<td>Look Angle</td>
<td>27.2°–29.5°</td>
</tr>
<tr>
<td>Altitude</td>
<td>515 km</td>
</tr>
<tr>
<td>Latitude</td>
<td>64.05°</td>
</tr>
<tr>
<td>Wavelength</td>
<td>31 mm (X-band)</td>
</tr>
<tr>
<td>Resolution</td>
<td>3 m</td>
</tr>
<tr>
<td>Covered area</td>
<td>50 km x 30 km</td>
</tr>
</tbody>
</table>
2.3 Deformation modelling

Deformation processes in the shallow crust are often assumed to exhibit an elastic Earth response (e.g. Turcotte and Schubert, 2002; Segall, 2010). In a geothermal reservoir, deformation can either be caused by a change in pore pressure (poroelastic deformation) or a change in temperature (thermoelastic deformation), both of which induce stress and strain in the rock matrix. A common objective in crustal deformation research is to determine properties of a source of deformation, which is an inverse problems (see Section 2.4). This can be done through elastic models that relate subsurface strain to surface displacements.

Most commonly, it is assumed that the deformation in the elastic material is linear and static. For this case, analytical solutions exist that can predict displacements due to strain in a finite source of simple geometry. Analytical solutions are often used in inverse problems because they simplify the problem of finding unique solutions. Using them, we can focus on a reduced number of model parameters and have the advantage of smaller computational demands. Various analytical solutions for different source geometries exist, all of which share the premise of an elastic half-space. To name the most common:

- Point source (Mogi, 1958)
- Rectangular dislocation (Okada, 1985)
- Spherical source (McTigue, 1987)
- Prolate spheroid (Yang et al., 1988)
- Horizontal circular crack (Fialko et al., 2001)

All of these models can be used to relate subsurface volume change, dislocations or pressure changes to surface displacements. Inversion studies of deformation data related to geothermal reservoirs commonly apply the models listed above. For example, point sources are used in the studies of Mossop and Segall (1997), Keiding et al. (2010) and Drouin et al. (2017), rectangular dislocations by Ali et al. (2016) and prolate spheroids by Fialko and Simons (2000) and Keiding et al. (2010), as well as by us in Paper I. The model choice can depend on shape of the deformation signal or on the reservoir geology, i.e. whether a certain model is deemed more appropriate than others (e.g. using rectangular dislocations for reservoir made up of fractured crystalline rock).

A different and more elaborate approach is to solve the elastostatic equations by integrating the point source solution over the modeling domain. This has been applied by e.g. Mossop and Segall (1999), Vasco et al. (2002b) and Masterlark and Lu (2004). This approach allows greater flexibility for the source geometry but requires smoothing of the solution in order to obtain plausible results.

If the goal is to invert for more information than source volume change (e.g. change in pore pressure, fluid extraction/injection rates, reservoir compressibility), a poroelastic formulation can be used. This approach is most useful if additional parameter constraints are given, e.g. if reservoir pressure change is known, one can invert for reservoir compressibility and reservoir volume. The full set of poroelastic equations
was introduced by Biot (1941), an analytical solution for a simplified case (a flat reservoir) was given by Geertsma (1966, 1973). For example, this approach was used for modelling of deformation at the Salton Sea geothermal field by Barbour et al. (2016) and for deformation linked to oil production in the Yellow River Delta, China, by Liu et al. (2015).

2.4 Inverse method

In Sections 2.1 and 2.2 we have described the geodetic data that we use in this study, and in Section 2.3 physical models that can be used to simulate that data. The problem that remains is to find the right parameters that need to be inserted in the model in order to reproduce the observed data. The problem of inferring model parameters through constraints from observed data is called the inverse problem. While the solution of linear inverse problems can be straightforward, non-linear problems, which are more common in Geophysics, are usually solved using stochastic methods, based on random sampling of the model parameter space.

For any given combination of values from the multi-dimensional parameter space we are interested in the likelihood of this parameter combination to explain the observed data. Bayesian inversion methods provide an approach to estimate this likelihood, which is also called the posterior probability density function (PDF), \( p(\theta | D) \), of the model parameters. The Bayesian approach assumes that the posterior probability of the model parameters is a function of the likelihood function of the data \( p(D | \theta) \) and the prior probability of the model parameters \( p(\theta) \), such that:

\[
p(\theta | D) \propto p(D | \theta) p(\theta)
\]

This relation can be interpreted as follows: say, we have a), a prior expectation for the values of model parameters (e.g. a physically appropriate range of values for elastic rock parameters) and b), a set of GNSS data, that we want to model with values from a). Combining only these two sets of information leads us to a new, improved expectation of the model parameter values, the posterior PDF. More detailed explanations on Bayesian methods can be found in Gelman et al. (2014).

The problem is that the posterior distribution can be very complex due to the large number of model parameters that we are dealing with. On top of that, the number of model parameters also creates a vast parameter space that needs to be explored. We need an intelligent approach to sample this parameter space so that we find the distribution that we are looking for without having to sample the infinite amount of possible parameter combinations. This can be achieved with Markov chain Monte Carlo methods (Gelman et al., 2014). Starting from random parameter combinations, the parameter space is sampled in little steps, in a process called a Markov chain. Steps are taken towards parameter combinations that improve the fit between data and model, leading to areas of better fit being sampled more frequently. For a large number of samples the frequency of sampled parameter values is used to determine the posterior probability distribution. A popular Markov chain method is the Metropolis algorithm (Metropolis et al., 1953), which adds a random component to the way steps are taken, this way allowing steps that worsen the fit to the data (though steps toward an improved
fit are still preferred). This brings the advantage that the algorithm is able to escape local peaks in the PDF.

In Papers I and II we use the CATMIP algorithm (Minson et al., 2013), a Metropolis-type algorithm in a Bayesian framework. It runs multiple Markov chains to explore a wider range of the parameter space. The algorithm uses an annealing procedure (similar to simulated annealing, see Kirkpatrick et al., 1983) which lets each Markov chain begin sampling a broader “hot” version of the PDF, which is useful to identify peaks of the posterior PDF, before moving towards the “cold” final PDF. The algorithm is designed to sample complex parameter spaces with multiple peaks without getting stuck in local peaks. The final PDF allows us to estimate arbitrary confidence intervals for each parameter.
3 Summaries of the three research papers

3.1 Paper I: Surface deformation in the Hengill area

We analyse GNSS and InSAR data during 2012–2015 for the Hengill area and find a complex signal, consisting of contributions from geothermal fluid extraction, plate spreading and volcanic deformation. We remove the the plate spreading signal using the model of Árnadóttir et al. (2009), derived from country wide plate motion 1993–2004, which reproduces plate motion in Hengill quite well. After correcting the data for the plate spreading signal, we perform an inversion and find that three sources of volume contraction explain the remaining signal (Figure 3.1). A deep source at ∼7 km depth in between the three volcanic centres in eastern Hengill explains large scale subsidence and far field horizontal GNSS velocities in Hengill. This source is approximately ∼3 km away from the inflating source found for the 1994–1998 uplift episode (Feigl et al., 2000), suggesting that the two signals may be related. Local signals around the Hellisheidi and Nesjavellir power plants can be linked to geothermal fluid extraction from shallow depth, most likely due to pressure decrease in the reservoir with only minor contribution from temperature decrease.

Figure 3.1: (left) Subsampled InSAR velocities 2012–2015 corrected for plate motion, (middle) estimated velocities, and (right) residuals. All in LOS of the satellite. The velocity reference point is denoted by a black hexagon. Black ellipses show surface projections of the spheroidal source locations, the white circle marks the point source.
3.2 Paper II: Injection related deformation and seismicity at Hellisheidi

Waste fluid is re-injected at the Hellisheidi field in order to mitigate pore pressure decrease in the reservoir as well as to dispose of excess fluid. When the injection commenced at Húsmúli in September 2011, an increase in seismicity around and just north of the injection boreholes was observed. The strongest events were two M4 earthquakes occurring on 15 October 2011. The injection is ongoing and periods of increased seismicity occur episodically.

We analyze InSAR data spanning May 2011 to June 2012, as well as horizontal GNSS data from October 2011 to June 2012 and find a signal of expansion, evident both in the InSAR and the GNSS data. We test various models using joint Bayesian optimization of both datasets to find the most likely cause of the deformation. Our modelling indicates that the deformation signal consists of contributions from a spherical source of pressure increase in the seismically active area (the center of which is located at about 0.5–1 km north of the injection site), and from a right-lateral N-S oriented strike-slip fault in the easternmost zone of induced seismicity (Figure 3.2). We interpret this as accumulation of injected water north of the injection site which causes an increase in pore pressure in this area. The increase in pore pressure brings faults in the region closer to failure and we consider it as being the main cause for the increase in seismicity.

The strike-slip source agrees in location, orientation and slip direction with the easternmost zone of seismicity. The depth of 0.7–1.1 km that we obtain for the source, however, is more shallow than the depths inferred for the seismicity which is around 1.5–4.5 km. The geodetic moment inferred from our slip model is also significantly higher than seismic moment released by the earthquakes in the same zone, although this strongly depends on the value of the shear modulus used. These differences, however, mean that we can not conclusively say whether the modelled fault slip is co-seismic or if it is aseismic slip occurring in addition to the earthquakes.

3.3 Paper III: Relationship between fluid extraction and reservoir deformation

Subsidence related to extraction of geothermal fluids is caused by contraction of the reservoir rock. The volume change of the rock due to contraction can be quantified from inversion of geodetic data using deformation models. The obtained reservoir volume change can be related to fluid volume or mass change. The relationship between the two volumes, however, is not simple and depends on the compressibilities of both pore fluid and rock formation, reservoir recharge, as well as various poroelastic material parameters and reservoir characteristics (see Equation 7 in Paper III). In geothermal reservoirs two-phase conditions can exist and it is very difficult to constrain the ratio between liquid and vapour phase. For this reason we propose to compare the reservoir volume change to fluid mass change rather than the fluid volume change. Using a stochastic approach, we find that the discrepancy can be explained by different reservoir
Figure 3.2: Spherical pressure source and rectangular dislocation. InSAR data (a), model (b) and residuals (c) in the top row. All in LOS of the satellite. GPS data, model (d) and residuals (e), as well as the location of the sources relative to the seismicity and the locations of the injection boreholes (f) in the bottom row. The rectangle marks the dislocation (bold line is the upper edge), the circle the spherical pressure source.
properties and that, in particular, the compressibilities of pore fluid and reservoir rock have a significant effect. For each case, a low reservoir bulk modulus ($K \lesssim 5$ GPa) combined with a low two-phase fluid bulk modulus offer a good explanation for the reported deformation.
4 Conclusions

We analysed geodetic data in the Hengill area during 2011–2012 (Paper II) and 2012–2015 (Paper I), and find that Hengill exhibits deformation caused by plate spreading, extraction and injection of geothermal fluids at two power plants, as well as deformation in eastern Hengill that is possibly related to the Hengill volcanic centre. While we can use existing models to reproduce the plate spreading signal quite well, the eastern Hengill deformation is not as easily explained. The point source that we find is at a similar depth as the source found for the 1994–1998 uplift episode, albeit with a horizontal distance of ∼3 km. The 1994–1998 episode was interpreted to be caused by an intrusion, the volume decrease due to contraction during 2012–2015, however, is too large to be caused by contraction of an intrusion of the given size. Both spatial and temporal variations might affect this signal and to fully understand the process the whole sequence of deformation should be analyzed. For the deformation data from 2011 to 2012 we find that the uplift signal close to Húsmúli injection site is likely caused by an increase in pore pressure induced by the nearby fluid injection. We suggest that the pore pressure increase is also the reason for the increase in seismicity that began when the re-injection of waste fluids at Húsmúli started.

The deformation around the geothermal power plants can be explained by observed pressure drawdown in the reservoirs. The inversion can yield good insight into the location and the extent of the deformation source. We can identify pressure drawdown as the main contribution to the deformation but we can not rule out that temperature decrease in the upper part of the reservoir plays a role as well.

The interplay between pressure change and temperature change, the uncertainty about fluid phase distribution the unknown structure, geometry, extent and level of heterogeneity all add up to making modeling of geothermal systems a complex problem. While we can gain valuable information about geothermal reservoirs using inverse methods with simple deformation models, a lot of the complexities remain unaddressed. In order to fully capture the intricacies of geothermal reservoir processes, numerical models are necessary. The advantage of large man-made operations like the exploitation of a geothermal resource, is that we have a large amount of additional information to constrain numerical models. In-situ borehole measurements of pressure and temperature change, tracer tests to study flow paths and surface deformation data can all complement each other. The inversion approach can be complemented with forward models of pressure- and temperature distribution within the reservoir, coupled with elastic deformation models. Using inversion results from geodetic observation to supplement existing reservoir models can add important constraints to fluid flow and fluid storage in the reservoir, and good knowledge about pressure and temperature distributions can in turn enhance deformation models.
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Abstract We investigate crustal deformation due to the extraction of water and steam from a high-enthalpy geothermal reservoir; a common occurrence, yet not well understood. The cause of this deformation can be a change in pressure or in temperature in the reservoir, both of which can be caused by extraction or injection of geothermal fluids. Our study area, the Hengill mountains in SW Iceland, is an active volcanic center and a plate triple junction that hosts two power plants producing geothermal energy. This combination of natural and anthropogenic processes causes a complex displacement field at the surface. We analyze geodetic data — Global Navigation Satellite System and Interferometric Synthetic Aperture Radar — to obtain the surface velocity field, which we then simulate using an inverse modeling approach. We focus on the deformation around the geothermal power plants but need to model the regional tectonic and volcanic deformation as well, because the signals are overlapping. We find that plate motion and a deep contracting body can explain the broad scale signal in the area. Local deformation near the two power plants, Hellisheiði and Nesjavellir, can be explained by extraction of geothermal fluids. We estimate reservoirs extending from 0.6 to 3.0 km depth at Hellisheiði, and 1.0 to 3.0 km depth at Nesjavellir for observed pressure decrease rates of 0.25 MPa/yr and 0.1 MPa/yr, respectively. We find that the main cause for the subsidence in the geothermal area is the observed pressure drawdown.

1. Introduction

Deformation of the Earth’s crust caused by utilization of natural resources has been observed in many places. Examples include the following: exploitation of hydrocarbons [e.g., Fielding et al., 1998], groundwater [e.g., Chi and Reilinger, 1984], and geothermal fluids [e.g., Segall, 1985; Mossop and Segall, 1997; Allis and Zhan, 2000; Fialko and Simons, 2000; Keiding et al., 2010; Vasco et al., 2013; Jeanne et al., 2014; Ali et al., 2016; Drouin, 2016; Barbour et al., 2016]. Here we present a case study of crustal deformation driven by the use of a high-temperature geothermal field, a phenomenon that is not well understood. One challenge is to identify the cause of the deformation, as the volume change of a geothermal subsurface reservoir has been assumed to be caused mainly by (a) changes in pore/fracture pressure due to extraction or injection of fluids (e.g., Allis and Zhan, 2000; Barbour et al., 2016) or (b) changes in temperature of the host rock due to production or injection (e.g., Ali et al., 2016).

Mount Hengill is a volcanic system in SW Iceland, located on the plate boundary between the North American and Eurasian plates. More precisely, it marks the triple junction between the spreading-type Reykjanes Peninsula (RP), the Western Volcanic Zone (WVZ), and the transform-type South Iceland Seismic Zone (SISZ), see Figure 1. The volcanic basement hosts a high-temperature field harnessed by two power plants: Hellisheiði and Nesjavellir. The local geology is complex and composed of highly fractured interbedded hyaloclastite and lava formations [Franzson et al., 2010; Sæmundsson, 1967]. There are many normal faults oriented along the SW-NE trending fissure swarm, as well as active N-S strike-slip faults [Clifton et al., 2002].

Due to its vicinity to the SISZ, many earthquakes are recorded around Hengill. In May 2008 a seismic sequence with two Mw 6 earthquakes close to the Ölfus River (see Figure 2) occurred in the western end of the SISZ [Heinsdóttir et al., 2009]. Coseismic deformation from the two main events could be observed throughout the Hengill range [Decrem et al., 2010] and postseismic deformation affected the surrounding areas during the years following the ruptures [Geirsson et al., 2010]. The 2008 events are considered a continuation of a seismic sequence that started with two earthquakes in 2000 farther east in the SISZ, with moment magnitudes of 6.4 – 6.5 (e.g., Árnadóttir et al., 2001; Pedersen et al., 2003; Decrem et al., 2010). Earthquake sequences...
Figure 1. Southwest Iceland and the study area around Mount Hengill. Orange areas denote fissure swarms. Surface faults are shown as black lines and are taken from Clifton et al. [2002] and Einarsson [2008]. The small map of Iceland in the bottom right shows the location of plate boundaries taken from Arnadóttir et al. [2009] and plate velocities calculated using the MORVEL model [DeMets et al., 2010].

in the SISZ recur at average intervals of 80–100 years, the last sequences in 1732–1734, 1784, and 1896 [Einarsson, 1991].

Hengill experienced volcanic unrest, with an increase in earthquake activity and uplift, between 1993 and 1998 [Feigl et al., 2000; Sigmundsson et al., 1997]. Seismic activity was strongly increased and climaxed in two earthquakes in June and November 1998 with magnitudes of Mg 5.4 and 5.1, respectively [Voigfjörd and Sturlaug, 2003; Jakobsdóttir, 2008]. Feigl et al. (2000) examined Interferometric Synthetic Aperture Radar (InSAR) data and found surface uplift rates of up to 19 mm/yr, which they interpreted to have been caused by pressure increase in a magma source at 7 km depth (shown with a yellow diamond in Figure 2).

Magmatic intrusions are the energy source for the geothermal fields in Hengill. Two power plants have been constructed to harness this resource. Nesjavellir has been operational since 1990 with an extraction rate of around 5 Mton/yr (water-steam mixture) in the first year and an average rate of around 16 Mton/yr in 2012−2015 [Gunnlaugsson, 2016a]. At Hellisheidi the production started in 2006 with a rate of 7 Mton/yr and was increased to an average rate of 38 Mton/yr in 2012−2015 [Gunnlaugsson, 2016b]. To maintain reservoir pressure, wastewater reinjection is being done at Hellisheidi, most of which around Húsmúli. The injection at this site received special attention for having triggered several earthquake swarms including two Ml 3.8 earthquakes in October 2011, a few weeks after it was initiated with a flow rate of around 550 l/s [Halldórsson et al., 2012]. The total injection at Hellisheidi was on average 22 Mton in 2012−2015, of which 13 Mton were injected at Húsmúli [Gunnlaugsson, 2016b].

To gain a better understanding of the deformation in the Hengill area, we apply models that simulate the elastic response of the rock to pressure changes in the geothermal reservoir. We combine these models with a nonlinear inversion algorithm to find the best match of modeled and observed surface displacements. The problem in the Hengill area, however, is that there are several different processes that cause surface motion,
Figure 2. The Hengill area. HH denotes the Hellisheiði area, NV the Nesjavellir area. Continuous GNSS stations (white squares), mapped surface fractures (black lines) and the largest earthquakes in the area since 2008 (green and purple stars). The most productive boreholes at Hellisheiði and Nesjavellir are marked by red circles and lines. The black rectangle outlines the area of Figure 11. The three central volcanoes Hengill, Hrómundartindur, and Grensdalur are marked by HE, HR, and GR, respectively. The magmatic intrusion inferred by Feigl et al. [2000] is denoted with a yellow diamond.

In addition to the geothermal signal, in order to adequately study the local signals, we need a modeling approach that accounts for the regional deformation signal.

We concentrate our study on deformation during 2012–2015, as the production was fairly constant during this time. This also minimizes the influence of postseismic deformation from the two M 6.2 2008 earthquakes and excludes coseismic deformation from the two M 3.8 Húsmúli earthquakes in 2011. Also, we do not expect postseismic deformation from the small 2011 events after mid-2012, as confirmed by the continuous Global Navigation Satellite System (GNSS) station HUSM.
2. Observables

2.1. GNSS Data
We use two different modes of GNSS observations: continuous and campaign observations. With the former term we refer to GNSS stations that are installed in the field continuously and whose daily station positions we calculate from 24 h of measurements. Campaign stations were measured during annual campaigns (in 2012, 2013, 2014, and 2015) conducted by the Institute of Earth Sciences where stations are observed for at least 72 h. A dense GNSS network in Hengill was measured by Iceland Geosurvey (ÍSOR) in 2012, albeit with shorter observation sessions and less frequently. The station velocity estimates derived from data from the continuous stations are superior compared to those that are based on campaign data, because of the higher number of data points. Also, the accuracy of the positions derived from continuous measurements is higher, because position accuracy increases with deployment time, as error sources can be estimated more accurately [Dzurisin, 2007] and no changes in antenna height position are introduced. The campaign mode, however, is an important addition that helps increase the spatial density of the GNSS network.

In this study we use data from five continuous and 61 campaign stations (Figure 3). The data were analyzed with the GAMIT software, version 10.6 [Herring et al., 2015]. We include data from continuous GNSS stations in Iceland and over 100 global reference stations to determine the daily solutions in the ITRF08 reference frame [Altamimi et al., 2012]. We then used the GLOBK software, version 5.29 [Herring et al., 2015], to estimate GNSS station positions and velocities in the study area, for the time interval 2012–2015 relative to stable North America (see Figure 3). We observe vertical and horizontal motion on the order of 10–25 mm/yr in the vicinity of the Hellisheiði power plant. The eastward oriented horizontal velocities in the south are mostly caused by spreading across the plate boundary between North America and Eurasia.

2.2. InSAR Data
In addition to the GNSS data set we use satellite-borne synthetic aperture radar (SAR) data, from the TerraSAR-X mission, track 41. We use the ascending (south-to-north orbit) data that the satellite acquires using a right looking configuration. Properties of satellite and orbit for track 41 can be found in Table 1. The SAR acquisitions are processed pairwise using interferometry—SAR interferometry is commonly denoted InSAR—essentially, measuring relative ground displacements (in the line of sight (LOS) of the satellite) through changes in phase between two images. In-depth theory on InSAR methodology can be found in, e.g., Dzurisin [2007].

We create interferograms with the DORIS software [Kampes et al., 2003]. To account for topographic contributions we use the 25 m resolution intermediate TanDEM-X digital elevation model. Since we have access to multiple SAR acquisitions from a single track, we use a multitemporal InSAR approach [Hooper, 2008], in particular the small-baseline method which is implemented in the StaMPS software [Hooper et al., 2012]. The algorithm uses a set of interferometric pairs (21 in our case) of a given track and identifies pixels that correlate little over short time intervals [Hooper, 2008]. Those pixels are then used to track the ground deformation over the time range of all acquisitions. StaMPS creates a time series of deformation (Figure 4) for these pixels and estimates an average velocity for the observation time. We use a subset of nine interferograms to estimate LOS velocities for the 2012–2015 time interval. The dates of the images that have been used for these interferograms are given in Table 2. In addition to being able to cover longer time spans, the multitemporal approach has the advantage of minimizing decorrelation noise. The average LOS unit vector for the imaged area is \([-0.50 -0.12 0.86]\) (east, north, up) which implies that the measurements are mainly sensitive to vertical and E-W motion.

We remove the spatially correlated DEM (Digital Elevation Model) error from the interferograms and apply a linear correction to those interferograms we suspect are biased by variations in atmospheric delay [Bekaert et al., 2015a]. The resulting time series plot is shown in Figure 4. Local deformation signals can be observed in the vicinity of both power plants and in the central east of the image. Regionally, we see a NW-SE gradient in deformation across the area, probably related to spreading across the plate boundary (see Figure 4).

Errors in the InSAR data are spatially correlated, which means that we need to find the full variance-covariance matrix to describe the error distribution of the InSAR velocity field \(v\). To this end we follow the procedure of Bekaert et al. [2015b]. The method uses the variance of the difference in error between data points depending on their distance, i.e., a semivariogram, which can be extracted from the data set. Once the semivariogram is obtained, we calculate the data error covariance according to the analysis described in Appendix A.
Figure 3. GNSS station velocities 2012–2015 relative to stable North America. Horizontal velocities are shown by arrows, with 95% confidence interval ellipses. Vertical velocities are shown by colored circles. Continuous GNSS stations are shown with white squares. The maximum vertical velocities are at campaign stations HH47 and NE63 with 23 and 18 mm/yr subsidence, respectively.

2.3. Production Data, Pressure, and Temperature Measurements
Reykjavík Energy and ÍSOR monitor pressure and temperature in several boreholes in the production area in Nesjavellir and Hellisheiði. Hellisheiði is the larger plant and had fairly constant production rates between 2012 and 2014 in the range of 40 Mton/yr. It was lower in the years before, however, and has also been reduced again to around 32 Mton/yr in 2015 [Gunnlaugsson, 2016b]. At Nesjavellir the production rate has been relatively constant between 2009 and 2015, in a range between 14 and 16 Mton/yr [Gunnlaugsson, 2016a].
### Table 1. Configuration of Satellite and Orbit for TerraSAR-X Track 41

<table>
<thead>
<tr>
<th>TerraSAR-X T41 Configuration</th>
<th>Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heading</td>
<td>346°</td>
</tr>
<tr>
<td>Look direction</td>
<td>right</td>
</tr>
<tr>
<td>Look angle</td>
<td>27.2° – 29.5°</td>
</tr>
<tr>
<td>Altitude</td>
<td>515 km</td>
</tr>
<tr>
<td>Latitude</td>
<td>64.05°</td>
</tr>
<tr>
<td>Wavelength</td>
<td>31 mm (X band)</td>
</tr>
<tr>
<td>Resolution</td>
<td>3 m</td>
</tr>
<tr>
<td>Covered area</td>
<td>50 km x 30 km</td>
</tr>
</tbody>
</table>

#### Figure 4. InSAR time series. Line of Sight (LOS) motion as change of phase observed from the satellite between 2012 and 2015. Negative phase values represent motion of the ground away from the satellite, positive values represent motion toward the satellite. Reference value is the mean value of the whole area.
Measurements of both pressure and temperature have been conducted in selected boreholes by ÍSOR [Haraldsdóttir, 2014; Tryggvason, 2014]. Rates of pressure drop seem to be consistently linear and range between 0.2 and 0.3 MPa/yr in the Hellsheidi region and 0.06 and 0.14 MPa/yr around Nesjavellir (Figure 5). The temperature measurements are less consistent. A linear rate of temperature decrease can be observed in, e.g., borehole HE-07 at 1100 m depth with around 3°C/yr. Temperature decrease is only observed in boreholes where the temperature is on the boiling point curve, the cooling being consistent with the pressure drop. This can be explained by absorption of latent heat due to pressure-induced boiling. The area most affected by this is the central part of the Hellsheidi field [Gunnarsson et al., 2011].

3. Inverse Modeling

Our approach to modeling the observed deformation is using elastic half-space models relating subsurface processes to surface deformation. We embed these forward models in a nonlinear inversion framework to find a set of model parameters that can best reproduce the geodetic data. For the geothermal reservoirs we use the pressurized prolate spheroid model derived by Yang et al. [1988], which has been applied in comparable scenarios [Fialko and Simons, 2000; Keiding et al., 2010]. This model consists of a pressurized body—representing a geothermal reservoir—emplaced in an elastic half-space (the Earth’s crust). Pressure changes within the body cause stresses in the crust that result in deformation. For the broad scale deformation that occurs in eastern Hengill we assume a point source [Mogi, 1958]. We compare the calculated surface deformation with the observed deformation from our GNSS and InSAR data sets and adjust the source parameters to obtain the best agreement with the data. Following previous studies of deformation in geothermal areas we assume a shear modulus of \( \mu = 10 \) GPa and a Poisson’s ratio of \( \nu = 0.25 \) [see Fialko and Simons, 2000; Keiding et al., 2010]. The high number of InSAR data points (\( \sim 10^4 \)) is impractical for the joint modeling of GNSS and InSAR data since it increases computation time and can create an imbalance in relative weights of the two data sets (the amount of GNSS measurements is on the order of \( 10^3 \)). Therefore, we subsample the data set based on the variance of pixels with a quadtree algorithm [Jónsson et al., 2002] to obtain a similar number of InSAR data as GNSS data. This method results in an InSAR data set that has a higher resolution in regions of larger displacement gradients and a lower resolution in regions with smaller gradients.

Since this is a nonlinear optimization problem with an infinite number of solutions, we apply a Bayesian optimization scheme. We use the cascading adaptive transitional metropolis in parallel (CATMIP) algorithm developed by Minson et al. [2013], a modified form of the Metropolis–Hastings algorithm [Metropolis et al., 1953; Hastings, 1970], which is used to sample the posterior probability density function (PDF) of the model parameter space. It uses an annealing procedure similar to simulated annealing optimization [Kirkpatrick et al., 1983]. During the annealing, the algorithm undergoes a succession of “cooling” steps, producing a new, intermediate PDF each time, until it reaches its final “temperature” which yields the optimal solution. At each step the samples from the previous stage are being resampled according to their relative likelihood, and each of
Figure 5. (top row) Pressure changes and (bottom row) temperature changes over time in different boreholes. (left column) Hellisheiði, (right column) Nesjavellir. Measurement depths are given in the legend. Data from Reykjavik Energy [Gunnlaugsson, 2016a, 2016b] and ÍSOR [Haraldsdóttir, 2014; Tryggvason, 2014].

4. Results

We model the observed geodetic data to learn more about the mechanisms that cause the deformation. In the Hengill area this a challenging problem because we observed signals from an interplay of tectonics,
magmatism, and man-made deformation in two geothermal fields. The rate of plate spreading across Iceland is around 2 cm/yr and ∼1 cm/yr in the study area. That is the same order of magnitude as the rate of subsidence in the vicinity of the power plants, which also causes horizontal motion toward the center of subsidence. The continuous GNSS stations OLKE and HVER as well as several campaign stations south of HVER are subsiding at a rate of up to 1 cm/yr (see Figure 3 and Table S1 in the supporting information), suggesting a wide area of subsidence probably indicating a deep source. Hence, we are aware of at least three different processes that cause deformation of similar magnitudes in the Hengill area. In order to estimate the deformation around the two power plants, we therefore also need to account for the plate spreading and broader scale deformation signal in the area. Our strategy is to first simplify the data set by correcting the horizontal velocities for the plate motion signal. Due to the limited aperture of the data in our study of Hengill and the number of local sources, we are not able to estimate the plate motion signal independently. We therefore choose to use a plate motion model from a study of country-wide GNSS motion by Árnadóttir et al. [2009]. In the Hengill area, the model consists of the obliquely spreading RP, the spreading WVZ, and the transform-type SISZ (see Figure 1). This allows us to better isolate the local geothermal signals as well as the broader signal in eastern Hengill, see Figures 6 and 7.

After substracting the plate motion from the InSAR data, the local deformation signals around the power plants become more distinct and the long wavelength NW–SE gradient is reduced (Figure 7). In the GNSS data,
Table 3. Estimated Parameters of the Deformation Sources and Their 90% Confidence Intervals (CI)\(^a\)

<table>
<thead>
<tr>
<th></th>
<th>Helliðheidi</th>
<th></th>
<th></th>
<th>Nesjavellir</th>
<th></th>
<th>Eastern Hengill</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Joint</td>
<td>90% CI</td>
<td>InSAR 90% CI</td>
<td>GNSS 90% CI</td>
<td>InSAR 90% CI</td>
<td>GNSS 90% CI</td>
</tr>
<tr>
<td>Latitude (N)</td>
<td>64.033 (64.030;64.036)</td>
<td>64.032 (64.023;64.038)</td>
<td>64.030 (64.020;64.037)</td>
<td>64.097 (64.075;64.122)</td>
<td>64.099 (64.077;64.128)</td>
<td>64.060 (64.049;64.070)</td>
</tr>
<tr>
<td>Depth (km)</td>
<td>0.6 (0.3;0.9)</td>
<td>0.7 (0.3;2.5)</td>
<td>0.6 (0.2;1.4)</td>
<td>0.8 (0.2;1.9)</td>
<td>0.8 (0.2;1.3)</td>
<td>0.5 (0.1;1.3)</td>
</tr>
<tr>
<td>Semimajor axis (km)</td>
<td>2.6 (1.9;3.4)</td>
<td>2.5 (1.7;5.4)</td>
<td>3.7 (2.3;6.3)</td>
<td>3.7 (1.8;6.3)</td>
<td>3.8 (1.9;6.1)</td>
<td>1.9 (1.1;3.1)</td>
</tr>
<tr>
<td>Semiminor axis (km)</td>
<td>1.2 (1.0;1.5)</td>
<td>1.1 (0.7;1.5)</td>
<td>1.0 (0.7;1.3)</td>
<td>1.0 (0.7;1.3)</td>
<td>1.0 (0.1;1.3)</td>
<td>0.5 (0.1;1.3)</td>
</tr>
<tr>
<td>Strike (deg)</td>
<td>46 (25;68)</td>
<td>48 (16;76)</td>
<td>31 (13;60)</td>
<td>22 (2;66)</td>
<td>16 (2;60)</td>
<td>33 (5;80)</td>
</tr>
<tr>
<td>ΔV (\times 10^6) m³/yr</td>
<td>−2.4 (−1.8;−3.1)</td>
<td>−16.1 (−11.9;−16.1)</td>
<td>−2.5 (−1.6;−3.4)</td>
<td>−2.4 (−1.8;−3.1)</td>
<td>−16.1 (−11.9;−16.1)</td>
<td>−2.5 (−1.6;−3.4)</td>
</tr>
</tbody>
</table>

\(^a\)The depths of the spheroidal sources at Helliðheidi and Nesjavellir are to the top of the body, the depth of the point source in eastern Hengill is to the center. The coordinates represent the center of the respective sources. The semimajor axis is half the long axis of the spheroid, orientated along its strike direction which is measured from the north. The semiminor axes are half the short axes of the spheroid, i.e., the vertical axis and the axis that is perpendicular to the strike. Pressure change is fixed at −0.25 MPa/yr (Helliðheidi) and −0.1 MPa/yr (Nesjavellir). We assume a shear modulus of \(\mu = 10\) GPa and a Poisson’s ratio of \(\nu = 0.25\).

The horizontal velocities point toward Hengill (Figure 6), indicating a deep source in addition to the shallow geothermal sources.

Using only two geothermal sources, we obtain results that do not agree with the actual locations of the geothermal fields, because the nonlinear optimization tries to reduce residuals of the broad scale signal in eastern Hengill. By adding an unconstrained point source [Mogi, 1958] to the solution space, we obtain more...
Figure 9. Observed GNSS station velocities after correcting for plate motion (black arrows) and estimated station velocities (red arrows) for the 2012–2015 time interval. (top row) Horizontal deformation corrected for plate motion using the ISNET model (Árnadóttir et al., 2009). (bottom row) Vertical deformation. Plots on the left-hand side show observed motion with black arrows and 95% confidence intervals and model predictions with red arrows. The plots on the right show residuals. All velocities are referenced to the continuous GNSS station SELF (see Figure 1). Dark green ellipsoids are geothermal source locations, the white circle depicts the deep point contraction source.
reasonable solutions for the geothermal sources and an additional deep source in eastern Hengill. For this source we obtain parameters (and 90% confidence intervals) of 6.9$^{+1.2}_{-0.6}$ km depth and 2.4$^{+0.7}_{-0.8}$ million m$^3$/yr volume decrease at the coordinates 64.057$^{±0.009}$°N and 21.253$^{±0.017}$°W (see Table 3). The location of this source falls into the area between the three central volcanoes of Hengill, Hrómundartindur, Hengill, and Grensdalur [Feigl et al., 2000]. In this area both the InSAR data (see Figures 4 and 8) as well as the GNSS stations show significant displacement (subsidence rates of around 10 mm/yr at OLKE, HVER, and neighboring stations; see Figures 3 and 9). Our result is about ~3 km NW of the magmatic intrusion suggested by Feigl et al. [2000] for the 1994–1998 uplift episode (which was 21.213°W/64.032°N/7.0 km depth). The proximity of the source locations suggests that the sources for the inflation and deflation are most likely related.

For the local signals around the geothermal power plants we use two spheroid-shaped pressure sources [Yang et al., 1988]. We fix the pressure change at Hellisheidi to −0.25 MPa/yr which is the average rate of measured pressure decrease in the reservoir (see section 2.3). We find a shallow source of deformation (1.8$^{±0.4}$ km depth) below Hellisheidi with a volume of around 16 km$^3$ (Table 3). This translates to a decrease in reservoir volume $ΔV$ of $4 \cdot 10^5$ m$^3$/yr using the relation given by Eshelby [1957]:

$$ΔV = V ΔP / μ,$$  (3)

where $V$ is the total reservoir volume, $ΔP$ the change in pressure, and $μ$ the shear modulus.

At Nesjavellir we fix the pressure change to −0.1 MPa/yr and find a reservoir with a depth of 2.0$^{±0.4}$ km and volume of around 17 km$^3$. The rate of volume decrease is approximately $2 \cdot 10^5$ m$^3$/yr. The source parameters are less well constrained than at Hellisheidi (Figure 10) due to fewer GNSS stations and low signal-to-noise ratio, compared to Hellisheidi.

It should be noted that the obtained volumes depend on the pressure change that is assumed for each reservoir. Considering the range of observed rates of pressure decay (see section 2.3), the reservoir volume at Hellisheidi may be as large as 17 km$^3$ (for a pressure change of −0.2 MPa/yr) or as low as 14 km$^3$ ($ΔP = −0.3$ MPa/yr). At Nesjavellir the volume may range from 16 km$^3$ ($ΔP = −0.14$ MPa/yr) to 18 km$^3$ ($ΔP = −0.06$ MPa/yr). However, the uncertainties we obtain for the source dimensions (see Table 3) indicate even larger ranges for the total reservoir volumes.
The two spheroidal sources yield results that agree with the geodetic data within residuals of 5 mm/yr in the areas around the power plants. These models reproduce the regions of highest deformation in the InSAR data set (up to 26 mm/yr LOS velocity around the Hellisheidi power plant), as well as the largest GNSS velocities (Figure 3). At Hellisheidi, the model captures the maximum magnitude of the subsidence signal with residuals below 5 mm/yr and has a similarly SW-NE elongated shape. In the northeastern part of Hellisheidi field, however, the deformation is overestimated in the model when compared to the InSAR data (Figure 8). Around Nesjavellir the model has significant misfits, which can be seen in the InSAR data (Figure 8) and the vertical GNSS velocities of the stations further east of Nesjavellir (Figure 9). It may be that the Nesjavellir source is being overpredicted in order to accommodate the horizontal GNSS velocities.

The geothermal source models we obtain are shallow, which is consistent with the production depths in Hengill. Studies of other geothermal areas find similar source depths, e.g., depth ranges from 1 to 3 km for spheroidal sources in the Coso area in California [Fialko and Simons, 2000].

5. Discussion

Crustal deformation due to geothermal power production is mainly caused by contraction or expansion of the rock matrix in the reservoirs. It can be driven by changes in temperature as well as pressure, which may be in a feedback relation to each other. In order to keep the modeling simple, we first examine the effect of pressure change in our simulations and then use the results to evaluate whether this was a reasonable choice. We justify our choice with the fact that changes in pressure have been observed consistently throughout both reservoirs whereas temperature changes occur only in a few boreholes (see Figure 5). We use the measured reservoir pressure changes as a fixed parameter in our models and show that they can explain the deformation at Hellisheidi. This indicates that pressure changes are likely to be a key factor in the deformation.

5.1. Comparing Modeled Volume Changes to Extraction Rates

Pressure change can be translated into a change of reservoir volume, see equation (3). Other deformation studies have compared this model-estimated change of reservoir volume to volumetric fluid extraction rates, estimated from mass extraction rates given by the power plant operator [e.g., Eysteinsson, 2000; Keiding et al., 2010; Drouin, 2016; Barbour et al., 2016]. They often find discrepancy between estimated and observed volume change of more than 1 order of magnitude. This is not surprising since this approach is overly simplistic, mainly for two reasons: first, in a high-temperature geothermal field, the ratio of water to steam in the reservoir is not known. Thus, there is a large uncertainty when converting mass flow to volume flow. Second (and more importantly), the extracted fluid volume does not equal the total volume change of the reservoir. Instead, if we want to compare the change in rock volume to known production rates, we have to consider how they are related. For a reservoir with a volume $V$, the mass of produced fluid $\Delta m$ can be related to the change in reservoir pressure $\Delta P$ through the storativity $s$ of the rock, i.e., following Axelsson [2012]: $\Delta m = s V \Delta P$. Using equation (3) we can introduce the change in reservoir volume $\Delta V$ into this equation and find an expression that relates the mass extraction rate to the estimated $\Delta V$ (for spheroidal reservoirs)

$$\Delta m = s \mu \Delta V,$$

(4)

where $\mu$ is the shear modulus. Thus, in order to compare reservoir volume change to extraction rates, ideally, we should know the storativity. Since the storativity is not known in this case, we can only make a circular argument by solving for the value of $s$ and then decide whether it is a reasonable value or not. To do this, we have to take into account that the mass extraction is balanced by natural recharge. According to reservoir models, we assume a total recharge rate for both Hellisheidi and Nesjavellir of 50% and then obtain a storativity of around $5 \cdot 10^{-6}$ kg m$^{-3}$ Pa$^{-1}$ for Hellisheidi (with $\Delta m = 18$ Mton/yr, $\Delta V = 4 \cdot 10^5$ m$^3$/yr and $\mu = 10$ GPa) and $4 \cdot 10^{-6}$ kg m$^{-3}$ Pa$^{-1}$ for Nesjavellir (with $\Delta m = 8$ Mton/yr, $\Delta V = 2 \cdot 10^4$ m$^3$/yr, and $\mu = 10$ GPa). These estimates of storativity are within the range of liquid-dominated reservoirs ($0.1 - 10 \cdot 10^{-6}$ kg m$^{-3}$ Pa$^{-1}$, see Table 3 in Axelsson [2012]).

5.2. Impact of Thermal Contraction

Thermal contraction of the rock matrix might be another important contribution to the total deformation. We can use the observed rates of temperature drop to approximate the magnitude of deformation that we could expect from thermal contraction of the rock matrix. Observed temperature changes at the Hellisheidi power plant indicate a decrease of up to $3^\circ$C/yr in several boreholes, while others show no change (see Figure 5).
We assume that temperature is reduced mainly due to latent heat effects of boiling caused by dropping pressure, and this appears only in the part of the reservoir that has a combination of high temperatures and low pressures. These conditions can be found in the uppermost part of the central region of the reservoir (see Figure 11). We approximate the size of the area to 1.5 km$^2$ with a thickness of around 300 m. We use the thermal expansion relation $\Delta V_{\text{th}} = \alpha V \Delta T$ \cite{Turcotte2002}—where $\Delta T$, $V$, and $\alpha$ are the temperature change, volume, and thermal expansion coefficient of the rock, respectively—to estimate the volume change due to thermal contraction, $\Delta V_{\text{th}}$. Assuming a coefficient of thermal expansion (for a rock with basalt-like composition) of $\alpha = 2 \cdot 10^{-5} \degree/\text{C}$ \cite{Robertson1988} and a rock volume of $0.5 \text{ m}^3$ (see above), we obtain a contraction of about $3 \cdot 10^4 \text{ m}^3/\text{yr}$. That is less than 10\% of the volume change that we estimate for the spheroidal source at Hellisheidi (see section 4). This indicates that for this area, the deformation caused by temperature changes is probably minor when compared to deformation caused by changes in pressure.

5.3. Nature of the Deep Source in Eastern Hengill

We want to test if the subsidence observed in the eastern part of Hengill may be related to the intrusion that Feigl et al. \cite{2000Feigl} inferred for the time interval 1994–1998. The total volume of injected magma inferred by Feigl et al.\cite{2000Feigl} amounts to $-40 \text{ million m}^3$. If the whole volume would solidify after the intrusion, it would cause a subsequent volume decrease of $4 \text{ million m}^3$, assuming a density ratio between liquid and solid magma of 0.9 \cite{Caricchi2014}. Our modeling results (Table 3) imply a volume loss of $7 \text{ million m}^3$ over the time interval 2012–2015, which is larger than the estimate of the contraction of the intrusion due to solidification by a factor of around 2. The difference is likely to be even larger since there is probably contraction before and after the 2012–2015 time interval. The mismatch both in volumes and in source locations...
(see section 4) could suggest that interpreting the inflation and deflation as solely caused by a magmatic intrusion and the cooling thereof might be—at least partly—incorrect. Other studies have shown that inflation in volcanic areas can be explained by natural hydrothermal fluid injection and gas formation [Hurwitz et al., 2007; Hutnak et al., 2009]. These processes yield a volume increase that is more reversible than one caused by magma injection alone, and thus may better explain the magnitude of deflation that we estimate. A distinct location for pore pressure-driven deformation would also be harder to constrain because of the mobility of the fluids, which might further explain the difference in modeled locations between inflation and deflation episodes. Furthermore, Tryggvason et al. [2002] conducted a seismic tomography study (using seismic data from 1973 to 1999) and found a low-velocity anomaly below Hengill, which they interpreted as evidence for the presence of supercritical fluids at depth. If close to the critical point, these fluids could have been the explanation for the inflation.

6. Conclusion

We obtain the surface deformation field in the Hengill region from 2012 to 2015 from both GNSS and SAR observations and correct the data for plate motion using the results from Árnadóttir et al. [2009]. We perform a joint inversion on the residual velocities using models of pressurized spheroids and spheres in an elastic half-space. The inversion shows that the remaining data can be reproduced by three deformation sources. We find two shallow spheroidal sources representing contracting geothermal reservoirs in the Hellisheidi and Nesjavellir production fields. We also estimate a deep contracting source below eastern Hengill in the vicinity of the 1994–1998 inflation source [Feigl et al., 2000]. The results show how complex deformation signals can be in Iceland, where tectonic, magmatic, and anthropogenic deformation can overlap, and how important it is to take all these processes into account.

The eastern Hengill deformation source has a depth of 6.9$^{+1.3}_{-1.0}$ km and a volume loss of around 2 million m$^3$/yr. We cannot conclusively link it to the intrusion suggested by Feigl et al. (2000). To better understand this signal, the whole deformation history since the end of the uplift episode should be considered. It may also be worthwhile to revisit the deformation data for the intrusive episode and investigate if it may be explained by processes other than magma intrusion, e.g., natural hydrothermal fluid injection, gas formation, or thermal expansion.

The Hellisheidi geothermal source model we estimate extends from about 0.6 to 3.0 km depth and is oriented roughly along the regional fissure swarm. The Nesjavellir source extends from about 1.0 to 3.0 km depth. This source is less well constrained than the Hellisheidi source, due to a lower GNSS station density and a weaker deformation signal.

Using the observed pressure change in the geothermal fields, we are able to reproduce the subsidence signal at the surface. Therefore, we argue that it is likely that the pressure decrease is responsible for most of the deformation observed in the geothermal areas.

Appendix A: The Variance-Covariance Matrix of the InSAR Data Set

For obtaining the variance-covariance matrix of the InSAR data we follow the procedure by Bekae it et al. [2015b]. We start with the variance of the difference of two correlated variables, which is given by

$$
\sigma_{pq}^2 = \sigma_p^2 + \sigma_q^2 - 2 \sigma_{pq}, \tag{A1}
$$

where $\sigma_{pq}^2$ is the difference in variances between any random pair of points, $p$ and $q$, in the InSAR image, $\sigma_p^2$ is the variance of point $p$, and $\sigma_{pq}$ is the covariance of points $p$ and $q$, which is what we are interested in.

Now, if we assume all points by themselves have the same variance ($\sigma_0^2 = \sigma_q^2$), equation (A1) reduces to that of a semivariogram,

$$
\gamma_{pq}(x) = \sigma_0^2 - \sigma_{pq}(x), \tag{A2}
$$

where $x$ is the distance between points $p$ and $q$, $\sigma_0^2$ is the variance at each point, and

$$
\gamma_{pq} = \frac{1}{2} \sigma_{pq}^2. \tag{A3}
$$
Figure A1. Semivariogram value over the distance between points. The model (green line) is calculated from equation (A6). $\gamma(pq) = 23.6 \text{ mm}^2$, $N = 0.8 \text{ mm}^2$, $R = 17.5 \text{ km}$.

We use a bootstrapping approach [see, e.g., Efron and Tibshirani, 1986] to calculate the right-hand side of equation (A3). To this end, we first compute the best estimate of the velocity field, $\hat{v}$, from the interferograms using weighted least squares based on the covariance between each of them. Then, we calculate $n$ realizations of the velocity field $v_{\text{boot}}$ by resampling from the set of interferograms. We can calculate the residuals between $v_{\text{boot}}$ and $\hat{v}$ as,

$$r^k = v_{\text{boot}}^k - \hat{v},$$

where $k$ represents one of the $n$ bootstrap realizations.

Now, we can use the residuals to estimate the variance, $\sigma^2_{pq}$, between pairs of points,

$$\sigma^2_{pq} = \frac{1}{n-1} \sum_k (r^k_{pq})^2,$$

where $r^k_{pq}$ is the difference in $r^k$ between a random pair of points $p$ and $q$ ($r^k_p - r^k_q$).

Binning $\sigma^2_{pq}$ depending on distance between points yields the semivariogram which we can describe with a Gaussian semivariogram model,

$$\gamma_n(x) = N + \sigma^2_0 (1 - e^{-x^2/\gamma^2}),$$

where $N$ is often called nugget term, representing variations on small spatial scale, $R$ is the range, i.e., the distance limit after which data is no longer correlated and the variance $\sigma^2_0$ is also known as the sill. Using the binned variances, we can estimate $N$, $\sigma^2_0$, and $R$, plug $\sigma^2_0$ and $R$ into equation (A2) and solve it for $C_{pq}$. Then we can calculate the variance-covariance matrix of our data as follows:

$$C_{pq}(x) = \sigma^2_{\text{bin}} e^{-x^2/\gamma^2} - N.$$

Using the estimated semivariogram of our data (see Figure A1), we use the model of equation (A2) and invert for the values of $N$, $\sigma^2_0$, and $R$. $\sigma^2_{\text{bin}} = 23.6 \text{ mm}^2$, $N = 0.8 \text{ mm}^2$, $R = 17.5 \text{ km}$. From here we calculate the variance-covariance matrix of our data using equation (A7). These estimates give a standard deviation of the InSAR data of 4.9 mm/yr.

References

Ali, S., et al. (2016), Time-series analysis of surface deformation at Brady Hot Springs geothermal field (Nevada) using interferometric synthetic aperture radar, Geothermics, 61, 114–120.


Battaglia et al. (2013). Many of the figures were prepared using the GMT software [Wessel and Smith, 1991]. Wessel et al., 2013. The earthquake half-space models we use DMODES [Battaglia et al., 2013]. The many of the researchers we would like to thank Einar Gunnlaugsson from Reykjavik Energy (RE) for providing production data from Hellisheiði and Nesjavellir; Bjarni Rey Kristjánsson (RE) for discussions and advice regarding the geothermal power plant operations; RE and ISOR for GNSS data from the dense Hengill network; the Icelandic Meteorological Office (IMO) for operating the cGPS network in Iceland; Sigurður Heinsdóttir (GNS, New Zealand) for global GNSS solutions; Tabrez Ali (University of Wisconsin, Madison, USA) for help and ideas regarding deformation in geothermal areas; Halldór Geirsson (IES) for helpful comments on the work in progress; Sarah Minson (U.S. Geological Survey) for help with CATMAP and letting us use her code; David Bekkaert (University of Leeds, UK) for helpful advice on the InSAR processing; Sigurður Jonsson (King Abdullah University of Science and Technology, KSA) for providing his Quadtree code; Gudni Axelsson (ISOR) for helpful discussions concerning geothermal reservoirs; the crustal deformation group at IES for help with the GNSS measurements in SW Iceland and discussions on the work in progress. For computing the elastic half-space models we use DMODES [Battaglia et al., 2013]. Many of the...


Wessel, P., and W. Smith (1991), Free software helps map and display data, Eos Trans. AGU, 72(41), 445–446.


Injection-induced surface deformation and seismicity at the Hellisheiði geothermal field, Iceland

Daniel Juncu, Thóra Árnadóttir, Halldór Geirsson, Gunnar Guðmundsson, Björn Lund, Gunnar Gunnarsson, Andy Hooper, Sigrún Hreinsdóttir and Karolina Michalczewska

Submitted to Journal of Volcanology and Geothermal Research
Injection-induced surface deformation and seismicity at the Hellisheidi geothermal field, Iceland

D. Juncu\(^1\), T. Árnadóttir\(^1\), H. Geirsson\(^1\), G. B. Guðmundsson\(^2\), B. Lund\(^3\), G. Gunnarsson\(^4\), A. Hooper\(^5\), S. Hreinsdóttir\(^6\), and K. Michalczewska\(^1\)

\(^1\)Nordic Volcanological Center, Institute of Earth Sciences, University of Iceland, Reykjavik, Iceland
\(^2\)Icelandic Meteorological Office, Reykjavik, Iceland
\(^3\)Department of Earth Sciences, Uppsala University, Uppsala, Sweden
\(^4\)OR–Reykjavik Energy, Reykjavik, Iceland
\(^5\)COMET, School of Earth and Environment, University of Leeds, Leeds, UK
\(^6\)GNS Science, Lower Hutt, New Zealand

January 22, 2018

Abstract

Induced seismicity is often associated with fluid injection but only rarely linked to surface deformation. At the Hellisheidi geothermal power plant in south-west Iceland we observe up to 2 cm of surface displacements during 2011–2012, indicating expansion of the crust. The displacements occurred at the same time as a strong increase in seismicity was detected and coincide with the initial phase of geothermal wastewater reinjection at Hellisheidi. Reinjection started on September 1, 2011 with a flow rate of around 500 kg/s. Micro-seismicity increased immediately in the area north of the injection sites, with the largest seismic events in the sequence being two M4 earthquakes on October 15, 2011. Semi-continuous GPS sites installed on October 15 and 17, and on November 2, 2011 reveal a transient signal which indicates that most of the deformation occurred in the first months after the start of the injection. The surface deformation is evident in ascending TerraSAR-X data covering June 2011 to May 2012 as well. We use an inverse modeling approach and simulate both the InSAR and GPS data to find the most plausible cause of the deformation signal, investigating how surface deformation, seismicity and fluid injection may be connected to each other. We argue that fluid injection caused an increase in pore pressure which resulted in increased seismicity and fault slip. Both pore pressure increase and fault slip contribute to the surface deformation.
1 Introduction

Fluid induced seismicity is of great concern because it poses a risk to safety, infrastructure and acceptance of energy production operations. It can either be caused directly by changes in pore pressure due to injection or extraction of fluids, or by stress changes that are induced by the injection or extraction (see Ellsworth, 2013; Zang et al., 2014; Segall and Lu, 2015). Causes of induced earthquakes include injection of fluids (e.g. Healy et al., 1968; Majer and Peterson, 2007; Rutqvist and Oldenburg, 2008; Evans et al., 2012), formation of water reservoirs for hydroelectricity generation (e.g Chopra and Chakrabarti, 1973), secondary recovery of hydrocarbons (e.g. Davis and Pennington, 1989) and production of hydrocarbons (Segall, 1989). Injection of fluids at geothermal sites has caused seismic activity, as described by, e.g., Deichmann and Giardini (2009) and Dorbath et al. (2009). Flóvenz et al. (2015) give an overview of examples of injection related seismicity at geothermal fields in Iceland. At the Hellisheidi geothermal field in SW Iceland seismic swarms have been observed at the injection site at Hásmúli starting with the drilling and testing of boreholes and continuing during injection (see e.g. Flóvenz et al., 2015; Gunnarsson et al., 2015).

Finding a connection between induced seismicity and fluid injection is important to improve our understanding of the generation of fluid driven seismicity. Surface deformation can provide evidence of pore pressure increase caused by wastewater injection, which in turn can cause induced seismicity. Only a few studies report measurements of injection-induced surface deformation linked to seismicity. Such observations have been described by, e.g., Ottemöller et al. (2005) at the Ekofisk oil field in the North Sea, Jahr et al. (2008) at a large-scale injection experiment in south-east Germany and Shirzaei et al. (2016) at an injection site for disposals from oil and gas production in Texas, USA. Fialko and Simons (2000) reported injection related deformation and seismicity at the geothermal site Coso, California, USA. All these studies indicate pore pressure changes as a possible cause (or one of the causes) for the induced seismicity.

In this study we present data describing an episode of simultaneous surface deformation and seismicity at the Hellisheidi high temperature geothermal field in SW Iceland (Figure 1). The field is located within the Hengill Volcanic System which last erupted around 2000 yrs BP. The most recent unrest episode took place between 1993 and 1998, with an increase in earthquake activity in combination with surface uplift (Sigmundsson et al., 1997; Feigl et al., 2000; Clifton et al., 2002). Seismic activity peaked in June and November 1998 with two earthquakes of magnitude $M_W$ 5.4 and 5.1, respectively (Vogfjörd and Slunga, 2003; Jakobsdóttir, 2008). Hengill is at the junction of three segments of the boundary between the North American, Eurasian and Hreppar micro-plate. These segments are the obliquely spreading Reykjanes Peninsula (RP) to the southwest, the Western Volcanic Zone (WVZ) to the north and the ~100 km long, transform-type South Iceland Seismic Zone (SISZ) to the east (Figure 1). In the SISZ, earthquake sequences recur at average intervals of 80–120 years on faults that are predominantly strike-slip with N-S orientation, typical of bookshelf tectonics (Stefánsson and Halldórsson, 1988; Einarsson, 1991). The most recent events of the current sequence occurred in June 2000 with two $M_W$ 6.5 earthquakes (Árnadóttir et al., 2001; Pedersen et al., 2003) and in May 2008 with two $M_W$ 6 earthquakes (Hreinsdóttir et al., 2009; Decriem et al., 2010). The 2008 earthquakes were located approximately
15 km east of the study area at Húsmúli. Both the 2000 and the 2008 events triggered micro-earthquakes in the Hengill area.

Geothermal power production at the Hellisheidi field started in 2006 with an extraction rate of 7 Mton/yr which had been increased to 30 Mton/yr by 2011 (Gunnlaugsson, 2016). A consistent decrease in reservoir pressure of 0.2–0.3 MPa/yr has been observed since 2007 (Haraldsdóttir, 2014). The pressure change causes local surface subsidence; up to ∼2 cm/yr between 2012 and 2015 (Juncu et al., 2017). In order to maintain pressure in the reservoir, wastewater re-injection was started in 2007 at the Gráhnúkar site (Figure 1). The second injection site, Húsmúli, was commissioned on 1 September 2011 with an initial flow rate of around 500 kg/s (Gunnarsson, 2013b). After the injection started, increased earthquake activity was observed in the Húsmúli area. The largest events after the beginning of the injection were of magnitude 4 and occurred on 15 October 2011 (Bessason et al., 2012, see locations on Figure 1). They were widely felt in the capital area 20 km to the west. Immediately following the M4 events in October, four Global Positioning System (GPS) benchmarks in the vicinity of Húsmúli were observed semi-continuously for several months to monitor surface deformation (Figure 1). In this study, we will use the so collected GPS data jointly with Interferometric Synthetic Aperture Radar (InSAR) data to measure deformation. We analyze and model the GPS and InSAR data to investigate how the fluid injection at Hellisheidi relates to surface deformation and how the deformation is linked to the seismicity.
Figure 1: The Hellisheiði geothermal field and the Húsmúli reinjection zone. White squares denote GPS benchmarks used in this study, black lines show mapped surface fractures (Clifton et al., 2002; Einarsson, 2008), green and red lines show trajectories of production and injection boreholes, respectively. The red stars show the location of the 15 October 2011 main shocks, the beach ball plots show their respective focal mechanisms. Seismic stations of the SIL network are shown as black triangles in the insert on the top left. The plate boundary segments are marked as black lines. The segments are: the Reykjanes peninsula (RP), the Western Volcanic Zone (WVZ) and the South Iceland Seismic Zone (SISZ).
2 Seismicity & fluid injection

Seismicity in Iceland is continuously monitored by the national seismic network of Iceland, the SIL network, which has been in operation since 1991 (Böðvarsson et al., 1996, 1999). During 2011 and 2012, twelve seismic stations were located within 50 km of the injection site of which five were within 25 km (Figure 1). The closest SIL seismic station is about 8 km to the west of the injection boreholes. Four of these twelve stations have Lennartz LE-3D/1s sensors, the other eight have Lennartz LE-3D/5s sensors. Most of the stations are equipped with a RD3 digitizer from Nanometrics, the others have a Guralp digitizer. The sampling rate for all stations is 100 Hz. The SIL system automatically detects and locates earthquakes which are then manually quality controlled. The automatic system determines single event locations using the SIL 1D velocity model (Stefánsson et al., 1993). A multi-event double-difference relocation method is available in the system (Slunga et al., 1995). We estimate multi-event locations using a local velocity model for the SISZ (Vogfjörd et al., 2002). Focal mechanisms are calculated for all manually processed events using a spectral amplitude methodology which estimates the double-couple part of the moment tensor (Slunga, 1981; Rögnvaldsson and Slunga, 1993, 1994).

The Húsmúli area first showed signs of induced seismicity with magnitudes up to $\sim$M2 during the drilling of the production well HE-08 in 2002, and again during drilling and testing of the injection wells RN-12 in 2009 and RN-17 in February 2011 (Figure 1; Björnsson, 2004; Bessason et al., 2012; Gunnarsson, 2013b; Ágústsson et al., 2015). In contrast, the injection at Gráhnúkar (Figure 1), which began in 2007 and had an average injection rate of 170 kg/s in 2011, only caused very little micro-seismicity (Gunnarsson, 2013b; Ágústsson et al., 2015). Injection at Húsmúli started 1 September 2011, with the rate being increased over several days until it reached 480 kg/s on 8 September (Figure 2). Initially, the flow rate was distributed over four boreholes, RN-09, RN-12, RN-14 and RN-17 (Figures 1 & 3). Injection into a fifth borehole, RN-16, began on 23 September. The excess injection pressure was approximately 2.8 MPa (Gunnarsson, 2013a). Pressure increase was observed in nearby boreholes; 0.14 MPa between October 2011 and April 2012 in RN-13 (Gunnarsson, 2013a), and 0.08 MPa between September and November 2011 in HE-08 (Gunnarsson, 2012). Micro-seismicity started to increase around 10 September 2011 (Figure 2), beginning around and north of RN-12 and RN-17 as well as close to RN-14 (Figure 3a). In the following days the activity spread further north of RN-12 and RN-17. Until 16 September this was the main area of activity, highlighting a NNE-SSW striking feature of around 2 km length (see Figure 3b). On 17 September the seismicity spread westward to the area north of RN-14 (Figure 3c). In the following weeks, activity continued in both areas, outlining a second N–S zone parallel to the eastern line of activity (Figure 3d). Two mainshocks occurred on 15 October north of RN-14 within 40 minutes of each other, with local magnitudes of M4 (Figure 3e). For the following three months activity was mainly focused on the eastern and central zones (Figure 3f). In mid-January 2012 the activity shifted approximately 1 km further westwards towards a third structure, south of the GPS station HH25 (Figure 1). This was the main zone of seismic activity until May 2012 (Figure 3g).

The focal mechanisms of the earthquakes, including the two largest events, indicate
primarily right-lateral strike-slip with a small component of normal faulting (Figure 1), on steeply eastward dipping faults. The first of the two M4 events has a strike of 8°, dip of 72° and rake of −152°; the second one has a strike 3°, dip of 76° and rake of −159°. The injection rate has been fairly constant with yearly averages between 380 and 450 kg/s during 2012–2015 (Gunnlaugsson, 2016). Recurrent episodes of increased seismicity have been observed during the same time interval.

Figure 2: Injection flow rate (top) and daily number of earthquakes (bottom) during September and October 2011 (Bessason et al., 2012). The timeline begins with the start of the injection on September 1, 2011.
**Figure 3:** Earthquakes in the vicinity of the reinjection site at Húsmúli (a-g), positions of the small events (yellow circles) are relative relocations. Red circles are M4 main shocks (single event locations), white squares are GPS site locations, labeled with four letter acronyms. Plot h shows borehole locations and names for the injection boreholes within the area outlined with a black rectangle in plot g. The circles indicate the locations of wellheads and the lines show the surface projection of the holes. Borehole depths are between 1.9 km and 3 km.
3 Geodetic data

3.1 GPS

Following the M4 earthquakes on 15 October 2011, four GPS campaign benchmarks in the vicinity of Húsmúli were occupied semi-continuously (continuous deployment but manual data download) for several months. Measurements started on October 15 at DRAU and KAFF, on October 17 at NE63 and on November 2 at HH25 (see Figures 1 and 2). The data were analysed with the GAMIT software, version 10.6 (Herring et al., 2015). Continuous GPS stations in Iceland and over 100 global reference stations were included to determine the daily solutions in the ITRF08 reference frame (Altamimi et al., 2012). To estimate GPS station positions we used the GLOBK software, version 5.29 (Herring et al., 2015).

We use the GPS time series to discern between constant background velocity—consisting of plate motion relative to the reference frame and assumed steady state deformation field—and the transient that started with the injection at Húsmúli (Supplement 1). We calculate the background velocities using pre-transient data to detrend the GPS time-series (Figure 4) and estimate the total transient displacements until mid 2012 to employ them in the joint inversion (Section 4.1). The stations west and north-west of the injection area (HH25, DRAU, KAFF) show a net westward and/or northward motion, whereas NE63, located in the southeast, shows motion to the southeast. We do not include the vertical GPS displacements in this study because we have good constraints on vertical motion from the InSAR data.

![Figure 4](image)

**Figure 4:** Position time series 2008-2013 of the GPS stations HH25, DRAU, KAFF and NE63. The ITRF08 time series were detrended using the pre-transient velocities (see Supplement 1).

3.2 InSAR

We use satellite-borne synthetic aperture radar (SAR) data, obtained by the TerraSAR-X mission of the German aerospace center (Table 1), in addition to the GPS data to measure surface deformation. Using interferometry (interferometric SAR: InSAR), the SAR acquisitions are processed to obtain relative ground displacements in the line of sight (LOS) of the satellite (see, e.g., Dzurisin, 2007).
Table 1: Satellite and orbit configuration of TerraSAR-X track 41.

<table>
<thead>
<tr>
<th>TerraSAR-X T41 Configuration</th>
<th>Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mode</td>
<td>StripMap</td>
</tr>
<tr>
<td>Heading</td>
<td>346.5° (ascending)</td>
</tr>
<tr>
<td>Look direction</td>
<td>right</td>
</tr>
<tr>
<td>Look Angle</td>
<td>27.2°–29.5°</td>
</tr>
<tr>
<td>Altitude</td>
<td>515 km</td>
</tr>
<tr>
<td>Latitude</td>
<td>64.05°</td>
</tr>
<tr>
<td>Wavelength</td>
<td>31 mm (X-band)</td>
</tr>
<tr>
<td>Resolution</td>
<td>3 m</td>
</tr>
<tr>
<td>Covered area</td>
<td>50 km x 30 km</td>
</tr>
</tbody>
</table>

We create interferograms with the DORIS software (Kampes et al., 2003) and use the 25 m resolution intermediate TanDEM-X digital elevation model (DEM) to account for topographic contributions to the measured signal. Even though we are only interested in a short time interval covering September 2011 until mid-2012, which is covered by a single interferogram, we use a multitemporal InSAR approach (Hooper, 2008) for which we use the the StaMPS software (Hooper et al., 2012). The multitemporal approach is useful because it results in increased signal-to-noise ratio for the single interferogram that we use. We use a set of 35 interferometric pairs spanning 2009–2015 from TerraSAR-X track 41 to find the pixels that decorrelate little over short time intervals (Hooper, 2008). On the interferograms we suspect to be affected by atmospheric noise we apply a linear phase-correction for tropospheric delay which is based on topography (Bekaert et al., 2015b). We choose an interferogram spanning 30 June 2011 to 03 May 2012 (Figure 5) because of the interferograms that cover the first months after the injection at Húsmúli started, it has the strongest signal-to-noise ratio and shows the least signs of decorrelation. The satellite takes images at close to 30° from the vertical (Table 1) and the average LOS unit vector for the imaged area is $[-0.50, -0.12, 0.86]$ (east, north, up), which means that the measurements are mainly sensitive to vertical and E-W motion. We estimate the full variance-covariance matrix for the spatially correlated InSAR data following the method of Bekaert et al. (2015a). We obtain a variance of $\sigma^2 = 28.8 \text{mm}^2$, a range of 16.5 km and a nugget term of 0.05 mm$^2$, which we use to calculate the exponential covariance function. Residual topographic signal and orbit errors are estimated and subtracted during the StaMPS workflow. We assume that any remaining contributions from these sources are taken into account by our approach for estimating the variance-covariance matrix.

To isolate the local signal, we correct the interferogram for plate motion as well as anthropogenic deformation related to the geothermal energy production at the Hengill power plants (i.e., the Hellisheiði and Nesjavellir production areas), using results from Árnadóttir et al. (2009) and Juncu et al. (2017). The most prominent signal that remains is motion of over 20 mm towards the satellite (i.e., mostly upwards and/or westwards) in the Húsmúli area (Figure 5). Because the data have strong spatial correlation, we can downsample them without losing significant information, using a pixel-variance–based quadtree algorithm (Jónsson et al., 2002, see Figure 5).
Figure 5: Left: TerraSAR-X interferogram showing Line of Sight (LOS) motion in mm observed from the satellite between 30.06.2011-03.05.2012. Negative values represent motion of the ground away from the satellite, positive values represent motion towards the satellite. Reference value is the mean value of the whole area. The black rectangle contains the data that are subsampled for the right-hand plot. Right: Cropped and downsampled data after being corrected for plate motion, subsidence related to magmatic activity and extraction of geothermal fluids (Árnadóttir et al., 2009; Juncu et al., 2017). The corrected interferogram before downsampling is shown in Supplement 3.

4 Modeling

4.1 Inverse deformation modeling

We test different elastic half-space models to relate subsurface processes to surface deformation: an opening or slipping rectangular dislocation (Okada, 1985), a spherical pressure source (McTigue, 1987) or a pressurized circular crack (Fialko et al., 2001). In all of our models we fix the rheological parameters to a shear modulus of $\mu = 10$ GPa and Poisson’s ratio of $\nu = 0.25$, following other studies of deformation in geothermal areas (see Fialko and Simons, 2000; Keiding et al., 2010; Juncu et al., 2017).

We use a nonlinear Bayesian optimization method, CATMIP (Minson et al., 2013), to obtain the model parameters that optimize the fit to the surface deformation. The algorithm uses the annealing method (see Kirkpatrick et al., 1983) and runs multiple Markov chains (e.g. Gelman et al., 2014) to explore the parameter space. This way, it samples the posterior probability density function of the parameter space which is proportional to the product of the likelihood of a tested solution and the prior probability density function of its parameters. The likelihood function $p(D|\theta)$ allows us to calculate the probability of the observed data $D$ given a model $\theta$,

$$p(D|\theta) = \frac{1}{(2\pi)^{N_{dp}/2}|C|^\frac{1}{2}} e^{-\frac{1}{2} \chi^2},$$ (1)
where $\chi^2 = r^T C^{-1} r$. Here, $r$ is the residual between observed and model data points ($r = d_{\text{obs}} - d_{\text{calc}}$), $C$ the data covariance matrix, $N_{dp}$ the number of data points and $T$ is the matrix transpose.

We perform a joint optimization for both GPS and InSAR data. In case of the InSAR data, $C$ is the full variance-covariance matrix based on spatial correlation between data points (Section 3.2). For the GPS data only the main diagonal of $C$ is non-zero, containing the variance values of the GPS data and assuming no spatial correlation between data points. The standard deviation of the InSAR data is 5.4 mm (see Section 3.2) and between 2.5 and 3.5 mm for the GPS data (see Supplement 1). We do not apply relative weights between the two datasets.

4.2 Results

Our main interest in this study is to identify the process that causes the observed surface deformation and whether we can connect it to the intense seismic activity. To this end, we run a joint optimization (see above) using the local total displacements that occurred during the transient.

The non-uniqueness of the optimization problem, as well as the many different physical processes that may have caused the observed deformation, make it difficult to select a single optimal solution. We test a variety of elastic half-space models and find several models that fit the data well (see below and Supplement 2). We use additional qualitative constraints to discern whether these models are feasible and how they compare against each other. We present two models (A and B) that we suggest to be the most realistic. Both of them are in agreement with the observations but they have different physical meaning.

4.2.1 Model A: Single source

Model A is a rectangular dislocation for which we only allow opening motion and solve for its location, size, dip and strike (8 free parameters in total). The optimal solution is a roughly 2 by 1 km opening dislocation, dipping 80° towards northwest, opening by 40 cm with a depth to the top of the structure of 1.7 km (see Figure 6, as well as Table 2 for parameter values and confidence intervals). The chi-squared value of the fit is $\chi^2 = 205$, implying 28% variance reduction (null-model: $\chi^2_{nm} = 285$).

The most notable misfit is the northward motion of DRAU. Also, Model A predicts negative LOS motion around the injection-wellheads which is not seen in the data. We show predicted LOS displacements for Model A for the full InSAR dataset in Supplement 3.

4.2.2 Model B: Two sources

Model B combines a spherical pressure source and a right-lateral strike-slip fault. We fix the fault orientation to have a strike of 5° and a dip towards east, in agreement with the majority of the focal mechanisms. The results are shown in Figure 7 and Table S2.5. This model has 13 free parameters and gives a variance reduction of 45%. The spherical pressure source is located at 2.7 km depth (90% confidence interval, CI,
Figure 6: Model A: InSAR data (a), model (b) and residuals (c) in the top row. All in LOS of the satellite. GPS data and model (d), residuals (e), as well as the location of the rectangular dislocation relative to the seismicity and the locations of the injection boreholes (f) in the bottom row. The rectangle marks the dislocation, the bold line representing the upper edge.

<table>
<thead>
<tr>
<th>Model A</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Free model parameters</td>
<td>8</td>
</tr>
<tr>
<td>No. of data</td>
<td>179</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>205</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dislocation</th>
<th>90% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latitude [°N]</td>
<td>64.052 (64.045; 64.057)</td>
</tr>
<tr>
<td>Length [km]</td>
<td>2.2 (1.2; 4.4)</td>
</tr>
<tr>
<td>Width [km]</td>
<td>1.1 (0.2; 2.7)</td>
</tr>
<tr>
<td>Depth to top [km]</td>
<td>1.7 (1.0; 2.4)</td>
</tr>
<tr>
<td>Dip [°]</td>
<td>80 (63; 90)</td>
</tr>
<tr>
<td>Strike [°]</td>
<td>45 (30; 60)</td>
</tr>
<tr>
<td>Opening [m]</td>
<td>0.39 (0.11; 0.78)</td>
</tr>
</tbody>
</table>

Table 2: Parameters and 90% confidence intervals for model A after joint inversion of GPS and InSAR data. The shear modulus we use is $\mu = 10\, \text{GPa}$ and Poisson’s ratio is $\nu = 0.25$. 
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Figure 7: Model B: Spherical pressure source and rectangular dislocation. InSAR data (a), model (b) and residuals (c) in the top row. All in LOS of the satellite. GPS data and model (d), residuals (e), as well as the location of the sources relative to the seismicity and the locations of the injection boreholes (f) in the bottom row. The rectangle marks the dislocation (bold line is the upper edge), the circle the spherical pressure source.

ranging from 2.3–3.0 km), with a radius of 1.1 km (90% CI: 0.8–1.4 km). The center of the sphere is located around 500 m north of the injection sites. The fault has mainly a right-lateral strike-slip component of 45 cm, and minor dip-slip (normal) of 4 cm. It dips 84° to the east and the slip is concentrated between 0.7 km and 1.1 km depth.

Unlike Model A, Model B reproduces the northward motion of DRAU (Figure 7). The positive LOS motion around and south of the injection site, however, cannot be seen in the data. This can also be seen when we plot the results for Model B for the full InSAR dataset, as shown in Supplement 3.
### Model B

<table>
<thead>
<tr>
<th>Free model parameters</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of data</td>
<td>179</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>157</td>
</tr>
</tbody>
</table>

### Pressurized sphere

<table>
<thead>
<tr>
<th>Parameter</th>
<th>90% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latitude [°N]</td>
<td>64.055 (64.048; 64.063)</td>
</tr>
<tr>
<td>Depth to center [km]</td>
<td>2.7 (2.2; 3.0)</td>
</tr>
<tr>
<td>$\Delta P$ [MPa]</td>
<td>1.0 (0.5; 2.0)</td>
</tr>
<tr>
<td>Radius [km]</td>
<td>1.1 (0.8; 1.4)</td>
</tr>
</tbody>
</table>

### Dislocation

<table>
<thead>
<tr>
<th>Parameter</th>
<th>90% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latitude [°N]</td>
<td>64.053 (64.051; 64.055)</td>
</tr>
<tr>
<td>Length [km]</td>
<td>2.5 (2.1; 3.0)</td>
</tr>
<tr>
<td>Width [km]</td>
<td>0.4 (0.2; 0.6)</td>
</tr>
<tr>
<td>Depth to top [km]</td>
<td>0.7 (0.5; 1.2)</td>
</tr>
<tr>
<td>Dip angle [°]</td>
<td>84 (76; 89)</td>
</tr>
<tr>
<td>RL-Strike-slip [m]</td>
<td>0.45 (0.24; 0.80)</td>
</tr>
<tr>
<td>Normal slip [m]</td>
<td>0.04 (0.01; 0.11)</td>
</tr>
</tbody>
</table>

**Table 3:** Parameters and 90% confidence intervals for model B after joint inversion of GPS and InSAR data. The shear modulus we use is $\mu = 10\,\text{GPa}$ and Poisson’s ratio is $\nu = 0.25$. 
5 Discussion

5.1 Causes of deformation

We observe a transient deformation signal in the area around the Húsmúli injection site (Figures 4 & 5) and investigate how deformation and injection may be linked. The transient starts with the injection in September 2011 and has a peak in total deformation around February/March 2012, before reversing partly and stopping mid-2012 (Figure 4). The spatial deformation pattern during this time interval indicates that part of the deformation stems from an expansive source, because surface displacements are pointing away from the injection site (Figures 6 & 7). We test several subsurface processes that could be responsible for the observed surface displacements:

- expansion of a fracture or layer, caused by local increase in fluid pressure in the vicinity of the injection site (Model A)
- pressure increase in a wider area surrounding the injection site (Model B)
- fault slip (Model B)

In the previous section we presented the models A and B that simulate one or more of these processes and are able to explain the surface deformation at Húsmúli occurring between the beginning of the injection in September 2011 and mid-2012. The combination of spatially dense InSAR data, which are most sensitive to vertical motion, and horizontal GPS data gives us good constraints on the location and the strength of the deformation source(s). However, the deformation signal is small, making it difficult to distinguish between different source types. These models represent different physical processes, both as the cause of deformation and how they may relate to micro-seismicity. We therefore consider qualitatively how the deformation sources could have contributed to the observed induced micro-seismicity and use this to select a preferred model. If a model indicates pore pressure increase around the earthquake foci (model B), the increase of pore pressure can be seen as a direct cause of the seismicity by reducing the effective normal stress on the seismogenic faults. If there is no pressure increase around the foci (model A, if we ignore pore pressure increase due to rock compression), the two most likely possibilities are, (a) the pressure increase does not cause detectable surface deformation but is still a possible cause for the seismicity or, (b) the seismicity is caused by an increase in Coulomb failure stress.

5.2 Fluid flow paths

In order to properly interpret the models we need to consider the possible flow paths of the injected water. The injection was aimed at NE striking fractures that were supposed to lead the fluids towards the northwesternmost production boreholes at Hellisheidi, northeast of the injection site (north of HE-08, see Figure 1). Tracer tests conducted 2013–2015 have confirmed that the injected water was partly recovered in the boreholes to the northeast, but not in holes southeast of the injection site (Kristjánsson et al., 2016). However, the total amount of recovered fluids range between 1% and 57% for the different injection holes (Kristjánsson et al., 2016). The recovery was
estimated by sampling boreholes at the Hellisheidi power plant (Figure 1), none of which are located directly north and northwest of the injection holes. This means that the amount of fluid flow to the north and northwest could not be determined. Khodayar et al. (2015) investigated possible structural flow paths in the Húsmúli area and found—in addition to the ENE striking fractures—northerly, WNW and NW striking, permeable fracture sets. These possible flow directions (North, NW and WNW) are required by Model B (see Section 4.2.2), while model A implies pressure build-up in direct vicinity of the injection site.

The end of the deformation transient in early 2012 indicates a change in the flow regime that caused the end of the pressure build-up. Most likely, this can be explained by two processes. The pressure increase N/NW/WNW of the injection site causes the pressure gradient to diminish, which results in reduced flow towards N/NW/WNW (only applies to model B). And, an increase in permeability towards other directions, caused by the induced seismicity could explain the observations.

5.3 Model A

We interpret Model A as a steeply dipping opening fracture that is fed by the injection and is opening due to pressure increase (see Section 4.2.1). The location of the source is close to the injection site and the northeastern strike agrees with the main fracture orientation in the Hengill area. Hence, Model A offers a possible link between fluid injection and deformation (Figure 6). The opening of a NE-SW trending crack is not outlined by the seismicity (Figure 6), but could have occurred aseismically. An analogy to this might be aseismic magmatic dyke opening (see Ágústsdóttir et al., 2016). This model does not include deformation due to pore pressure increase in the seismically active area, hence the induced seismicity is either caused by a small increase in pore pressure that does not produce detectable surface deformation, or due to an increase in Coulomb failure stress.

We present a slightly altered version of this model in Supplement 2.1 (model S1), where we allow fault slip in addition to opening. Model A is more plausible because model S1 includes significant fault slip while not being aligned with the trend of seismic events. Hence, model A requires only aseismic opening whereas model S1 requires aseismic opening, strike-slip and dip-slip.

5.3.1 Stress changes

Changes in the stress field can bring faults closer to rupture and are a possible cause for induced seismicity (Harris, 1998; Segall and Lu, 2015). Whether or not a fault will fail due to stress changes depends on the change in Coulomb failure stress (ΔCFS, Beeler et al., 2000),

\[ \Delta CFS = \Delta \tau_s + f (\Delta \sigma_n + \Delta p) \]  

where \( \Delta \tau_s \) is the change of shear stress in the slip direction, \( f \) is the coefficient of friction (which we set to 0.6 following Árnadóttir et al. (2003)), \( \Delta \sigma_n \) is the change in normal stress (tensile stress is positive) and \( \Delta p \) is the change in pore pressure.

We calculate static stress changes for Model A and estimate the change in Coulomb failure stress. We assume a receiver fault location in the easternmost zone at Húsmúli
Figure 8: Coulomb failure stress change calculated for model A. Plot A shows the location of the deformation source (black rectangle) and the profile (P-P’, blue line) on which ΔCFS is calculated. Yellow circles indicate earthquake locations (relocated from the SIL network), red circles indicate the M4 mainshocks of 15 October 2011. Plot B shows the ΔCFS profile, where warm (red) colors indicate an increase in Coulomb failure stress, cold (blue) colors a decrease. Black circles depict earthquake locations within 200 m of the P-P’ profile.

(which is the zone of initial seismic activity), with orientation according to the majority of focal mechanisms in this zone (strike of 5°, dip towards east of 75° and rake of −150°; i.e. right-lateral strike-slip with normal slip component).

As can be seen Figure 8, we find that the majority of earthquakes (occurring at depths between 1.5 an 2.5km)—and in particular the larger events—experience no change or a reduction in Coulomb failure stress (i.e. moving the receiver faults away from failure). We see no correlation between earthquake locations and changes in Coulomb failure stress and conclude that Model A is an unlikely explanation for the seismicity.

5.4 Model B

We interpret the spherical pressure source in Model B as an area of increased pore pressure (see Section 4.2.2). The center of the pressure source is located around 1km north of the injection site which could indicate flow towards the north and northwest while flow from the injection site to the southeast is inhibited. From studies of flow paths (Kristjánsson et al., 2016) and structural geology (Khodayar et al., 2015) at Hús-múli (see Section 5.2) this seems quite possible. The pressure source covers much of the volume around the induced micro-seismicity, with the depth range of the source (depth to the center 2 to 3km) agreeing very well with the depth of the earthquakes. This model therefore offers a plausible explanation for the seismicity, which would
mean that seismogenic faults were pushed towards failure by increase of pore pressure. The pressure increase of 1.0 MPa estimated in this model is poorly constrained by the inversion (90% CI: 0.5–2.0 MPa) and can only be interpreted as an average bulk pressure increase in the area. In reality it is more likely that the pressure increase is most prominent close to the permeable N/WNW/NW fractures and in layers that are fed by those fractures.

The location of the dislocation model was not constrained for the inversion but agrees with the easternmost zone of micro-seismicity in Húsmúli. The fault model, however, does not coincide with the location of the two largest events—which presumably caused most of the co-seismic slip—further west. We tested a model of the surface displacements that would be caused by the two M4 events (Supplement 2.3) and found insignificant deformation. We also tested a model that combines pressure increase and two slipping faults with locations constrained to the zones of most seismicity (Supplement 2.4, Model S4). This model does not fit the data as well as either Model A or Model B.

It should be noted however, that the depth of the slipping part of the fault in Model B, extending from 0.7 to 1.1 km, is shallow compared to the seismicity which mostly occurred between 1.5 and 4.5 km. The seismicity depth, however, is sensitive to the velocity model that was used.

We can estimate the geodetic moment of the fault slip as $M_0 = \mu A u$ (where $\mu$ is the shear modulus, $A$ is the fault surface area and $u$ is the amount of slip), and find a value of $4.5 \times 10^{15}$ Nm (which corresponds to a seismic event of magnitude $M = 4.4$, related to $M_0$ through $M = 2/3 \log M_0 − 6.03$). This is one order of magnitude higher than the cumulative seismic moment released by the earthquakes in the easternmost zone of $0.4 \times 10^{15}$ Nm, based on relocated earthquakes detected by the SIL network. That would indicate that the slip that causes surface deformation is—at least in part—shallow, aseismic slip above the easternmost seismic zone in Húsmúli. This value of the geodetic moment, however, is strongly dependent on the shear modulus. While the value of 10 GPa that we use in our models is not an uncommon assumption (see Fialko and Simons, 2000; Keiding et al., 2010; Juncu et al., 2017), some studies indicate that values of shear modulus may be lower by up one to three orders of magnitude, especially in volcanic areas (e.g. Davis, 1986; Elsworth et al., 2008; Hutnak et al., 2009; Bromley et al., 2013). We test the effect of varying the shear modulus on the inversion results and present the results for $\mu = 1$ GPa in Supplement 2.5. Using this value results in a geodetic moment of $0.3 \times 10^{15}$ Nm, in good agreement with the seismic moment released by the earthquakes. This would indicate that the fault slip inferred from geodetic observations could be linked to the observed seismicity.

Instead of using a spherical pressure source, the pressure increase can be modeled using the pressurized horizontal circular crack model (Fialko et al., 2001), simulating a horizontal aquifer. The result is shown in Supplement 2.6 and very similar to that of Model B. Both models fall short of accurately simulating the complex three-dimensional reservoir geometry. We think, however, that the spherical source is a better representation because it implies that pressure change has a vertical extent which could represent multiple layers of fluid-storing rock formations, rather than a single layer.
5.4.1 Thermal expansion as a possible cause of deformation

Temperature, like pressure, can play a role in deformation in geothermal areas. If the injected fluid is warmer than the rock, thermal expansion can cause deformation (case a), or if (case b), in contrast, water is injected into rock that has a higher temperature, the water can boil and subsequent pressure increase can cause deformation (Hutnak et al., 2009). For case a, the rock must be colder than the water which has a temperature of 80°C. For case b, water temperature needs to be above its boiling point which is approximately between 280 and 350°C for depths between 1 and 3 km. While there are no temperature measurements available for the area affected by uplift at Húsmúli, we can look at the temperature distribution in and around the Hellisheidi reservoir (see Supplement 4 and Gunnarsson et al., 2011). The temperature in nearby boreholes is between 200 and 250°C at 1000 m depth, at a distance of around 1–2 km away from the deforming area. Since we are interested in the area that is slightly outside of the central region of the reservoir we assume that it is unlikely for the temperature in the deforming area to be warmer than 250°C, i.e. it is unlikely that is hot enough to satisfy case b—greater than 280°C. At the same time, there are no observations of temperatures below 100°C in the area (including observations in the peripheral region) which means that it is unlikely that temperatures at Húsmúli are cold enough to satisfy case a, i.e. less than 80°C. We conclude that it is improbable that thermal effects contribute to the expansive deformation at Húsmúli. That said, the injected fluid is likely to be cooler than the rock formation and may cause contraction of the rock, opposing the pore-pressure driven expansion. Any thermal effect is therefore more likely to reduce the deformation signal, rather than enhance it.

5.4.2 Volumetric expansion compared to volume of injected water

We can compare the volume of injected water to the volumetric expansion of the rock formation to test whether or not the injection can plausibly be linked to the deformation. The expansion of the spherical pressure source in model B is around $4.2 \times 10^5$ m$^3$, given by the relation

$$\Delta V_r = \pi \Delta Pa^3 / \mu$$

(Segall, 2010) and the parameters given in Table S2.5. The total volume of injected water between September 2011 and May 2012 is around $\Delta V_f \approx 13 \times 10^6$ m$^3$ (see Section 2). This implies a volume ratio of $\Delta V_f / \Delta V_r \approx 30$.

The volume change of the rock $V_r$ is related to the volume of injected fluid $V_f$, and the relation depends on several material parameters (porosity $\phi$, Poisson’s ratio $\nu$, Biot’s coefficient $\alpha$, bulk modulus of the rock formation $K$ and bulk modulus of the fluid $K_f$), as described in Juncu et al. (2018):

$$\frac{\Delta V_f}{\Delta V_r} = \frac{1}{f_e} \left[ \frac{3\phi}{\alpha} \left( \frac{1 - \nu}{1 + \nu} \left( \alpha - 1 + \frac{K}{K_f} \right) \right) \right].$$

The factor $f_e$ (with $0 \leq f_e \leq 1$) describes the effective fraction of the injected water that contributes to the deformation. It is 1 if all the injected water contributes to the deformation; it is less than 1 if some fraction is diverted to another area where it does not
cause observable deformation, e.g. because it flows into the reservoir where fluid is being extracted, or because locally higher rock strength (i.e. higher shear/bulk modulus) results in negligible surface deformation.

Equation 4 indicates that fluid compressibility is an important factor when interpreting the volume change of fluid bearing rock formations (see Juncu et al., 2018). This has also been observed in a volcanic setting when comparing calculated subsurface volume change to lava flow volumes (Johnson, 1987), as well as for models of volume changes during magma transfer between magma chambers and dykes (Rivalta and Segall, 2008).

Equation 4 allows us to predict the volume ratio $\Delta V_f/\Delta V_r$ based on material parameters. The bulk modulus of water at 80°C at pressures between 1 and 10 MPa is $K_f = 2$ GPa (Wagner and Kretzschmar, 2007). The assumed rock’s shear modulus of $\mu = 10$ GPa and Poisson’s ratio of $\nu = 0.25$ imply a bulk modulus of $K = 17$ GPa (related to $\mu$ and $\nu$ through $K = 2\mu(1+\nu)/(3(1-2\nu))$). The average recovery from the injection wells in the Hellisheiði reservoir is likely below 50% (see section 5.2). If we assume that all injected water that is not flowing back into the reservoir is contributing to the deformation, this would mean that $f_e > 0.5$ in the Húsmúli area. As a limiting case we will test $f_e = 0.5$. Using likely values for porosity, $0.05 \leq \phi \leq 0.2$, and Biot’s coefficient, $0.5 \leq \alpha \leq 1$ (see e.g. Juncu et al., 2018), we find that the maximum possible value we can reach with this parameter combination is $\Delta V_f/\Delta V_r \approx 10$, about one third of the observed volume ratio (see above).

In order to bridge the gap between the observed and the calculated volume ratios we have to revisit the assumptions that we made and consider unmodeled processes that might affect the deformation. We suggest that the following factors may influence the difference between observation and calculations:

- the value of the bulk modulus $K$. $\Delta V_f/\Delta V_r = 30$ can be reached with $K \approx 45$ GPa, when all other parameters remain unchanged.

- a porosity of $\phi > 0.2$, although changing the porosity alone would not suffice.

- a lower value for $f_e$ (i.e. a smaller fraction of the injected water contributes to the deformation), of around $f_e = 0.15$ with all other parameters unchanged. This requires that a significant amount of the injected water ($> 30\%$) flows neither into the reservoir nor contributes to the deformation.

- if the injected water (80°C) is colder than the surrounding rock (which is likely, see Section 5.4.1), contraction of the rock may occur, counteracting the expansion due to pore pressure increase.

As discussed in the beginning of Section 5.4, we think that the values for rock strength that we use in this study are already at the upper end of the possible spectrum, i.e. we assume that it is unlikely that $K > 17$ GPa. The porosity of geothermal reservoirs in Iceland is commonly assumed to be around 10% (see e.g. Axelsson et al., 2015). Hence, we think that $\phi > 0.2$ is unlikely. A low value of $f_e$ is possible, but if we consider that only a limited amount of fluid flows back into the reservoir we are left with the question what happens to the portion of the injected liquid that is neither returned to the reservoir nor causes observable deformation. It is possible, however,
that water flows to greater depths where rock strengths are higher, or that it diffuses over greater volume so that the pore pressure increase becomes small. The contraction effect of cooling is a realistic possibility, because cooling related to fluid injection in geothermal reservoirs is a common effect (e.g. at the Geysers geothermal field, USA, see Rutqvist and Oldenburg, 2008). Additional modeling, however, is required to test this hypothesis.

6 Conclusion

Using GPS and InSAR data we find approximately 2 cm of surface displacement occurring during the initial phase of reinjection of waste water at the Hellisheidi power plant. We explore a range of various models to explain the surface deformation and present two in this paper, of which model B is our preferred model. Model B is composed of two deformation sources, a spherical source of expansion and a rectangular dislocation with uniform slip. We argue that it is unlikely that the expansion is caused by thermal effects (Section 5.4.1). We suggest that a local in increase pore-pressure is the cause of the expansion. It is possible, however, that thermal contraction counteracts the expansion due to pore-pressure increase, thus reducing its effect (see Section 5.4.2). We interpret our preferred model (Model B) as the combination of two different processes: an increase in pore pressure, and fault slip in the easternmost zone of induced seismicity. The model implies northward and north-westward flow from the injection site along permeable fractures resulting in pore pressure increase in adjacent formations. The induced pressure change causes surface deformation and increases the effective tensile normal stress on the active faults at Húsmúli. Hence, we assume that the induced seismicity and the fault slip that causes part of the surface deformation are a result of the increased pore pressure. We can not conclusively say whether or not the fault slip is directly linked to some of the micro-seismicity or if it is aseismic. The deformation transient ends when the flow regime changes, either due to permeability increase caused by the seismicity or due to a change in the pressure field caused by the pore pressure increase. Both the continuation of seismic swarms and the lack of subsidence after the deformation transient ended indicate that the pore pressure level remains elevated.
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Supplement 1: GPS displacements

Here we describe how we obtain the GPS displacements that occurred between the beginning of the injection and May 2012, the date of the second SAR image. In the GPS time series we see constant velocities before injection begins in September 2011 (Figure S1.1). The strong northward component is due to the ITRF08 reference frame. The constant westward background motion is due to plate motion and anthropogenic processes due to extraction of geothermal fluids (Juncu et al., 2017). In order to obtain the local deformation for the same time interval as covered by the InSAR data, we remove these background velocities and obtain the movement that has taken place between the beginning of the injection and May 2012.

We use weighted least-squares to estimate the background velocity (see Figure S1.1) and then calculate the position if no transient had occurred ($p_b$). Because data for station HH25 are scarce between 2008 and September 2011 (Figure S1.2), we use the velocity of the station during 2012–2015 as the background velocity ($-7.0$ mm east; $21.4$ mm north). We subtract these positions from the observed positions at 3 May 2012 ($p_o$, as a 10 day average) and obtain the displacements at the station that are caused solely by the transient motion ($d_{tr}$), free of constant rate signals (i.e., plate motion and geothermal power production) and the effect of the reference frame, thus:

$$d_{tr} = p_o - p_b.$$  \hspace{1cm} (5)

We do not estimate the vertical displacements because we have good constraints on the vertical displacements from the InSAR data.

We estimate the uncertainty of the displacements ($\sigma_d$) by propagating the errors of the actual positions ($\sigma_{po}$, measurement errors) and the estimated transient-free positions ($\sigma_{pb}$, errors estimated through least-squares solution) as

$$\sigma_d = \sqrt{\sigma_{po}^2 + \sigma_{pb}^2}. \hspace{1cm} (6)$$

Displacement and standard deviations are shown in Table S1.1.
Figure S1.1: North and east components of DRAU, KAFF and NE63 in ITRF08 reference frame. The blue line shows the linear trend of background motion estimated using weighted least squares. The displacement due to a transient signal during 2011–2012 is calculated as the difference between the observed position (red dot) and the estimated position (blue dot), had no transient occurred, assuming a constant velocity.
Figure S1.2: North and east components of HH25 in ITRF08 reference frame. The blue line shows the linear trend of background motion using the station velocity during 2012–2015. The displacement due to a transient signal during 2011–2012 is calculated as the difference between the observed position (red dot) and the estimated position (blue dot), had no transient occurred, assuming a constant velocity.
<table>
<thead>
<tr>
<th>Station</th>
<th>Latitude</th>
<th>Longitude</th>
<th>East [mm]</th>
<th>North [mm]</th>
<th>$\sigma_{east}$ [mm]</th>
<th>$\sigma_{north}$ [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>DRAU</td>
<td>64.050099</td>
<td>-21.411964</td>
<td>−0.4</td>
<td>9.3</td>
<td>2.7</td>
<td>3.3</td>
</tr>
<tr>
<td>NE63</td>
<td>64.039761</td>
<td>-21.343078</td>
<td>12.8</td>
<td>−8.2</td>
<td>2.6</td>
<td>2.6</td>
</tr>
<tr>
<td>KAFF</td>
<td>64.061119</td>
<td>-21.484738</td>
<td>−5.8</td>
<td>1.7</td>
<td>3.4</td>
<td>2.8</td>
</tr>
<tr>
<td>HH25</td>
<td>64.066686</td>
<td>-21.416985</td>
<td>13.8</td>
<td>15.8</td>
<td>3.5</td>
<td>3.0</td>
</tr>
</tbody>
</table>

**Table S1.1:** Displacements and standard deviations at the four GPS stations due to the transient (starting September 2011) until 03 May 2012.
Supplement 2: Additional models

Here we show additional models that we explored in this study. All these models assume an elastic halfspace, with a Poisson's ratio $\nu$ of 0.25. Model S1 is a variation of model A, where we allow for strike- and dip-slip in addition to opening. In model S3 we test co-seismic fault slip. Models S2 and S4–S6 are variations of model B, where we test: allowing opening in addition to strike- and dip-slip (model S2); adding an additional fault (model S4); reducing the shear modulus from 10GPa to 1GPa (model S5); replacing the pressurized sphere by a pressurized horizontal crack (model S6).
S2.1 Model S1: rectangular dislocation, opening, strike-slip and dip-slip

We tested the effect allowing slip on the opening dislocation of model A. It has a better fit than model A ($\chi^2 = 193$ compared to $\chi^2 = 205$ for model A) and has two additional parameters (strike-slip and dip-slip). We think that model S1 is less likely because it implies a considerable amount of strike-slip (64 cm right-lateral slip; although uncertainties are large, see Table S2.1) while the fault does not align with the seismicity trends.

Figure S2.1: Results of model S1. The top row shows InSAR data, model and residuals, the bottom row shows GPS data, model and residuals, as well as the location of the source relative to the seismicity and the injection boreholes. The horizontal pressurized crack is shown as a circle, the dislocation is as a rectangle, with the bold line being the upper edge.
<table>
<thead>
<tr>
<th>Model S1</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Free model parameters</td>
<td>10</td>
</tr>
<tr>
<td>No. of data</td>
<td>179</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>193</td>
</tr>
</tbody>
</table>

**Dislocation** | **90% CI**

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Latitude [°N]</td>
<td>64.052 (64.046; 64.056)</td>
</tr>
<tr>
<td>Length [km]</td>
<td>3.0 (1.5; 4.1)</td>
</tr>
<tr>
<td>Width [km]</td>
<td>0.4 (0.1; 1.0)</td>
</tr>
<tr>
<td>Depth to top [km]</td>
<td>1.8 (1.2; 2.9)</td>
</tr>
<tr>
<td>Dip [°]</td>
<td>72 (30; 90)</td>
</tr>
<tr>
<td>Strike [°]</td>
<td>26 (13; 84)</td>
</tr>
<tr>
<td>Strike-slip [m]</td>
<td>0.64 (-0.73; 0.91)</td>
</tr>
<tr>
<td>Dip-slip [m]</td>
<td>0.10 (-0.14; 0.33)</td>
</tr>
<tr>
<td>Opening [m]</td>
<td>0.63 (0.20; 0.85)</td>
</tr>
</tbody>
</table>

**Table S2.1:** Parameters and 90% confidence intervals of model S1 after joint inversion of GPS and InSAR data. Positive strike-slip is right-lateral, negative strike-slip is left-lateral; positive dip-slip is normal slip, negative dip-slip is reverse slip. The shear modulus we use is $\mu = 10\text{GPa}$ and Poisson’s ratio is $\nu = 0.25$. 
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Model S2: Spherical pressure source and rectangular dislocation allowing strike-slip, dip-slip and opening

Model S2 is a slightly varied version of model B, where we test the effect of allowing opening of the rectangular dislocation in addition to oblique slip. The fit to the data is almost equal between model S2 and model B ($\chi^2 = 155$ compared to $\chi^2 = 157$ in model B). Model S2 has one parameter more than model B.

Figure S2.2: Results of model S2. The top row shows InSAR data, model and residuals, the bottom row shows GPS data, model and residuals, as well as the location of the source relative to the seismicity and the injection boreholes. The horizontal pressurized crack is shown as a circle, the dislocation is as a rectangle, with the bold line being the upper edge.
<table>
<thead>
<tr>
<th>Model S2</th>
<th>90% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Free model parameters</td>
<td>14</td>
</tr>
<tr>
<td>No. of data</td>
<td>179</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>155</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Pressurized crack</th>
<th>90% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latitude [°N]</td>
<td>64.058 (64.051; 64.067)</td>
</tr>
<tr>
<td>Depth to center [km]</td>
<td>2.3 (1.6; 2.9)</td>
</tr>
<tr>
<td>$\Delta P$ [MPa]</td>
<td>1.1 (0.4; 2.5)</td>
</tr>
<tr>
<td>Radius [km]</td>
<td>0.9 (0.7; 1.1)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dislocation</th>
<th>90% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latitude [°N]</td>
<td>64.054 (64.051; 64.057)</td>
</tr>
<tr>
<td>Length [km]</td>
<td>2.5 (1.9; 3.1)</td>
</tr>
<tr>
<td>Width [km]</td>
<td>0.2 (0.1; 0.4)</td>
</tr>
<tr>
<td>Depth to top [km]</td>
<td>0.9 (0.7; 1.4)</td>
</tr>
<tr>
<td>Dip angle [°]</td>
<td>86 (78; 90)</td>
</tr>
<tr>
<td>RL-Strike-slip [m]</td>
<td>0.78 (0.49; 0.97)</td>
</tr>
<tr>
<td>Normal slip [m]</td>
<td>0.09 (0.01; 0.20)</td>
</tr>
<tr>
<td>Opening [m]</td>
<td>0.20 (0.07; 0.45)</td>
</tr>
</tbody>
</table>

Table S2.2: Parameters and 90% confidence intervals of model S2 after joint inversion of GPS and InSAR data. The shear modulus we use is $\mu = 10$ GPa and Poisson's ratio is $\nu = 0.25$. 
### S2.3 Model S3: Co-seismic deformation

Model S3 is a forward model where we fixed all the parameters. Strike, dip and rake were fixed to the known value given by the focal mechanism determined by the SIL network; fault area and amount of slip were estimated from the seismic moment.

![Figure S2.3: Co-seismic deformation due to the two October, 15 2011 earthquakes. The top row shows InSAR data, model and residuals, the bottom row shows GPS data, model and residuals, as well as the location of the source relative to the seismicity and the injection boreholes. The dislocations are shown as rectangles, with the bold line being the upper edge. Yellow circles show earthquakes.](image)
<table>
<thead>
<tr>
<th>Model S3</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\chi^2$</td>
<td>292</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>09:03 Earthquake</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Longitude [°W]</td>
<td>21.399</td>
</tr>
<tr>
<td>Latitude [°N]</td>
<td>64.060</td>
</tr>
<tr>
<td>Length [km]</td>
<td>1.0</td>
</tr>
<tr>
<td>Width [km]</td>
<td>0.5</td>
</tr>
<tr>
<td>Depth to top [km]</td>
<td>1.6</td>
</tr>
<tr>
<td>Dip [°]</td>
<td>72</td>
</tr>
<tr>
<td>Strike [°]</td>
<td>8</td>
</tr>
<tr>
<td>Strike-slip [m]</td>
<td>0.2</td>
</tr>
<tr>
<td>Dip-slip [m]</td>
<td>0.1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>09:46 Earthquake</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Longitude [°W]</td>
<td>21.398</td>
</tr>
<tr>
<td>Latitude [°N]</td>
<td>64.068</td>
</tr>
<tr>
<td>Length [km]</td>
<td>1.0</td>
</tr>
<tr>
<td>Width [km]</td>
<td>0.5</td>
</tr>
<tr>
<td>Depth to top [km]</td>
<td>1.6</td>
</tr>
<tr>
<td>Dip [°]</td>
<td>76</td>
</tr>
<tr>
<td>Strike [°]</td>
<td>3</td>
</tr>
<tr>
<td>Strike-slip [m]</td>
<td>0.2</td>
</tr>
<tr>
<td>Dip-slip [m]</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Table S2.3: Model parameters for forward modelling co-seismic deformation of the October 15 mainshocks. The shear modulus we use is $\mu = 10\text{GPa}$ and Poisson’s ratio is $\nu = 0.25$. 

S2.4 Model S4: Spherical pressure source and two rectangular dislocations

Model S4 is a variation of model B. We added an additional dislocation, and fixed the locations of both dislocations at the zones of most seismicity. The additional dislocation changes the displacement field resulting in the pressure source being located 3 km NW of the injection site. The residuals are considerably higher than in model B, despite the fact that model S2.4 has four more free parameters.

Figure S2.4: Results of model S4. The top row shows InSAR data, model and residuals, the bottom row shows GPS data, model and residuals, as well as the location of the source relative to the seismicity and the injection boreholes. The pressurized sphere is shown as a circle, the dislocations as rectangles, with the bold line being the upper edge.
### Table S2.4: Parameters and 90% confidence intervals of model S4 after joint inversion of GPS and InSAR data. The shear modulus we use is $\mu = 10\text{GPa}$ and Poisson’s ratio is $\nu = 0.25$. 

<table>
<thead>
<tr>
<th>Model S4</th>
<th>90% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Free model parameters</td>
<td>17</td>
</tr>
<tr>
<td>No. of data</td>
<td>179</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>229</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Pressurized sphere</strong></th>
<th><strong>90% CI</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Longitude [$^\circ$W]</td>
<td>21.431</td>
</tr>
<tr>
<td></td>
<td>(21.414; 21.447)</td>
</tr>
<tr>
<td>Latitude [$^\circ$N]</td>
<td>64.077</td>
</tr>
<tr>
<td></td>
<td>(64.071; 64.080)</td>
</tr>
<tr>
<td>Depth to center [km]</td>
<td>2.1</td>
</tr>
<tr>
<td></td>
<td>(1.5; 2.8)</td>
</tr>
<tr>
<td>$\Delta P$ [MPa]</td>
<td>1.9</td>
</tr>
<tr>
<td></td>
<td>(0.2; 2.9)</td>
</tr>
<tr>
<td>Radius [km]</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>(0.6; 1.1)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Dislocations</strong></th>
<th><strong>90% CI</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Longitude [$^\circ$W]</td>
<td>21.400</td>
</tr>
<tr>
<td>Latitude [$^\circ$N]</td>
<td>64.058</td>
</tr>
<tr>
<td>Length [km]</td>
<td>1.8</td>
</tr>
<tr>
<td></td>
<td>(0.6; 5.3)</td>
</tr>
<tr>
<td>Width [km]</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>(0.1; 1.6)</td>
</tr>
<tr>
<td>Depth to top [km]</td>
<td>3.9</td>
</tr>
<tr>
<td></td>
<td>(1.6; 4.9)</td>
</tr>
<tr>
<td>Dip angle [$^\circ$]</td>
<td>79</td>
</tr>
<tr>
<td></td>
<td>(46; 89)</td>
</tr>
<tr>
<td>RL-Strike-slip [m]</td>
<td>0.68</td>
</tr>
<tr>
<td></td>
<td>(0.17; 0.96)</td>
</tr>
<tr>
<td>Normal slip [m]</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>(0.00; 0.45)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>90% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Longitude [$^\circ$W]</td>
<td>21.390</td>
</tr>
<tr>
<td>Latitude [$^\circ$N]</td>
<td>64.060</td>
</tr>
<tr>
<td>Length [km]</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>(0.6; 4.3)</td>
</tr>
<tr>
<td>Width [km]</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>(0.2; 2.4)</td>
</tr>
<tr>
<td>Depth to top [km]</td>
<td>1.8</td>
</tr>
<tr>
<td></td>
<td>(1.1; 3.5)</td>
</tr>
<tr>
<td>Dip angle [$^\circ$]</td>
<td>88</td>
</tr>
<tr>
<td></td>
<td>(81; 90)</td>
</tr>
<tr>
<td>RL-Strike-slip [m]</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>(0.11; 0.93)</td>
</tr>
<tr>
<td>Normal slip [m]</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>(0.11; 0.67)</td>
</tr>
</tbody>
</table>
S2.5  Model S5: spherical pressure source and rectangular dislocation, $\mu = 1\text{ GPa}$

In order to test the effect of a varying shear modulus we reduced the value to $1\text{ GPa}$, compared to $10\text{ GPa}$ in model B. Model S5 results in a slightly better fit than model B ($\chi^2 = 153$ compared to $\chi^2 = 157$ in model B) while both models have the same amount of free parameters.

![Figure S2.5](image)

Figure S2.5: Results of model S5. The top row shows InSAR data, model and residuals, the bottom row shows GPS data, model and residuals, as well as the location of the source relative to the seismicity and the injection boreholes. The pressurized sphere is shown as a circle, the dislocation is as a rectangle, with the bold line being the upper edge.
### Table S2.5: Parameters and 90% confidence intervals of model S5 after joint inversion of GPS and InSAR data. The shear modulus we use is $\mu = 1$ GPa and Poisson’s ratio is $\nu = 0.25$. 

<table>
<thead>
<tr>
<th>Model S5</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Free model parameters</td>
<td>13</td>
</tr>
<tr>
<td>No. of data</td>
<td>179</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>153</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Pressurized sphere</th>
<th>90% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latitude [°N]</td>
<td>64.057 (64.052; 64.064)</td>
</tr>
<tr>
<td>Depth to center [km]</td>
<td>2.5 (2.0; 2.9)</td>
</tr>
<tr>
<td>$\Delta P$ [MPa]</td>
<td>0.26 (0.09; 0.72)</td>
</tr>
<tr>
<td>Radius [km]</td>
<td>0.8 (0.6; 1.2)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dislocation</th>
<th>90% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latitude [°N]</td>
<td>64.053 (64.051; 64.055)</td>
</tr>
<tr>
<td>Length [km]</td>
<td>2.5 (2.1; 3.0)</td>
</tr>
<tr>
<td>Width [km]</td>
<td>0.2 (0.1; 0.4)</td>
</tr>
<tr>
<td>Depth to top [km]</td>
<td>0.7 (0.5; 1.0)</td>
</tr>
<tr>
<td>Dip angle [°]</td>
<td>86 (78; 90)</td>
</tr>
<tr>
<td>RL-Strike-slip [m]</td>
<td>0.62 (0.32; 0.93)</td>
</tr>
<tr>
<td>Normal slip [m]</td>
<td>0.05 (0.01; 0.13)</td>
</tr>
</tbody>
</table>
S2.6  Model S6: Pressurized horizontal circular crack and rectangular dislocation

We replaced the spherical pressure source of model B by a circular horizontal pressurized crack (Fialko et al., 2001). In order to make model S6 more comparable to model B we fix longitude and latitude of the pressurized crack to be equal to that of model B. Both models have a similar fit to the data, with model B resulting in slightly smaller weighted residuals ($\chi^2 = 163$ in model S6 compared with $\chi^2 = 157$ in model B) while model S2.6 has two fewer model parameters (due to fixing the crack’s position).

Figure S2.6: Results of model S6. The top row shows InSAR data, model and residuals, the bottom row shows GPS data, model and residuals, as well as the location of the source relative to the seismicity and the injection boreholes. The horizontal pressurized crack is shown as a circle, the dislocation is shown as a rectangle, with the bold line being the upper edge.
<table>
<thead>
<tr>
<th>Model S6</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Free model parameters</td>
<td>11</td>
</tr>
<tr>
<td>No. of data</td>
<td>179</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>163</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Pressurized crack</th>
<th>90% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Longitude [°W]</td>
<td>21.397</td>
</tr>
<tr>
<td>Latitude [°N]</td>
<td>64.055</td>
</tr>
<tr>
<td>Depth to center [km]</td>
<td>2.9 (2.4; 3.0)</td>
</tr>
<tr>
<td>Δ P [MPa]</td>
<td>1.0 (0.4; 1.5)</td>
</tr>
<tr>
<td>Radius [km]</td>
<td>1.2 (0.9; 1.6)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dislocation</th>
<th>90% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latitude [°N]</td>
<td>64.053 (64.051; 64.056)</td>
</tr>
<tr>
<td>Length [km]</td>
<td>2.7 (2.1; 3.2)</td>
</tr>
<tr>
<td>Width [km]</td>
<td>0.8 (0.3; 1.1)</td>
</tr>
<tr>
<td>Depth to top [km]</td>
<td>0.7 (0.5; 1.2)</td>
</tr>
<tr>
<td>Dip angle [°]</td>
<td>87 (80; 90)</td>
</tr>
<tr>
<td>RL-Strike-slip [m]</td>
<td>0.23 (0.14; 0.49)</td>
</tr>
<tr>
<td>Normal slip [m]</td>
<td>0.02 (0.00; 0.06)</td>
</tr>
</tbody>
</table>

Table S2.6: Parameters and 90% confidence intervals of model S6 after joint inversion of GPS and InSAR data. The shear modulus we use is $\mu = 10$ GPa and Poisson’s ratio is $\nu = 0.25$. 
Supplement 3: Predicted LOS displacements without down-sampling

To analyze small scale residuals we plot the joint-inversion results for the full InSAR data without downsampling, both for Model A and for Model B. Both models have significant residuals in the northeastern and eastern parts of the study area. The residuals in the northeastern part can either be residual topographic signal or atmospheric noise or an unmodelled signal in the northern part of Hengill. The residuals in the east, north and west of the GPS station NE63, could be caused by an inaccurate correction for the Hellisheidi production signal.

S3.1 Model A

Model A overpredicts the spatial extent of the positive line-of-sight displacements as can be seen in the residuals in the west and north-west. The model contains negative line-of-sight displacements in the northwestern part of the Hellisheidi production field which can not be seen in the data. A possible explanation is that the actual physical processes do not match the employed model or that they are insufficiently described by the homogeneous character (e.g. the uniform opening) of the model.

![Figure S3.1: Results of Model A for the joint inversion projected calculated for the full InSAR dataset. From left to right, the plots show InSAR LOS changes after correcting for plate motion and production from the geothermal fields (data), LOS changes predicted by Model A and the residuals (difference between data and model). The location of the deformation source is marked in the central plot, the dislocation is shown as a rectangle, with the lines marking the edges and the bold line being the upper edge. The small squares show the locations of the GPS benchmarks.](image)

S3.2 Model B

Model B fits the shape and the magnitude of the main deformation signal very well. It predicts, however, positive line-of-sight motion around the injection site, at the north-western edge of the Hellisheidi production field. This signal stems from the strike-slip
motion on the modeled fault and might indicate that the slip is overestimated. A possible explanation here is, that the uniform-slip model which we employed too simple and that the actual physical process needs a more complex model to be accurately described.

Figure S3.2: Results of Model B for the joint inversion projected calculated for the full InSAR dataset. From left to right, the plots show InSAR LOS changes after correcting for plate motion and production from the geothermal fields (data), LOS changes predicted by Model B and the residuals (difference between data and model). The location of the deformation sources are marked in the central plot, the horizontal pressurized crack is shown as a circle, and the near-vertical dislocation as a line. The small squares show the locations of the GPS benchmarks.
Supplement 4: Temperature distribution in Hengill

The distribution of formation temperature in the Hellisheidi area has been estimated using measurements from the many boreholes in the area at varying depths. Figure S4.1 shows the the interpolated temperature field at 1000 m below sea level.

Figure S4.1: Temperature distribution, boreholes (blue dots and lines) and data points (red stars) in the Hellisheidi reservoir at 1000 m depth. The insert shows the location of the depicted area in SW-Iceland.
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Abstract

A geothermal reservoir deforms when the extraction of pore fluid exceeds reservoir recharge, causing a decrease in pore pressure. The magnitude of this deformation is related to the amount of pore fluid that is extracted. Assuming compressible material properties in a homogeneous reservoir, we derive an expression for the ratio of reservoir volume change per extracted fluid mass. We show that this ratio depends on a number of parameters, notably the compressibilities of reservoir rock and pore fluid. We apply the obtained relationship to three different case studies to illustrate under which circumstances the relation between reservoir deformation and the amount of extracted fluid is able to help us learn more about reservoir conditions. We find that two-phase fluid compressibility, which can be significantly higher than the single-phase counterparts, can explain estimates of small volume changes in the reservoir per mass unit of extracted fluid. These results indicate that geodetic observations of surface deformation can be used to improve our understanding of rock and fluid properties in geothermal reservoirs.

1 Introduction

Extraction of geothermal fluids can cause significant surface deformation, sometimes with magnitudes reaching the metre-scale as observed at the Wairakei field in New Zealand (e.g. Hatton, 1970; Allis, 2000). With the rise of satellite based geodesy techniques it became possible to detect millimetre-scale surface deformation, resulting in new opportunities to study deformation of reservoir rocks. Many studies have been published in recent years highlighting deformation caused by geothermal fluid extraction and injection observed using InSAR and/or GNSS technology (e.g. Mossop and Segall, 1997, 1999; Fialko and Simons, 2000; Eysteinsson, 2000; Vasco et al., 2002; Foxall and Vasco, 2003; Keiding et al., 2010; Sarychikhina et al., 2011; Ali et al.,
These geodetic observations help us to quantify the deformation around fluid reservoirs, for example by using simple analytical deformation models. Using these models, we can estimate a reservoir’s volume change due to contraction or dilatation. This volume change can be compared to observed pressure- or temperature changes or to the amount of fluid extraction/injection. In this study, we focus on the relationship between fluid extraction and the volume change of the reservoir for cases where deformation is driven by changes in pore pressure.

When comparing known volumes of fluid extraction and estimated changes in reservoir volumes, many studies find that the former volume exceeds the latter, sometimes by orders of magnitude (e.g. Eysteinsson, 2000; Keiding et al., 2010; Sarychikhina et al., 2011; Juncu et al., 2017). To examine what causes this difference, we investigate how fluid and reservoir volume changes are related and which parameters control this relation. We describe a simple methodology to help examine plausible parameter combinations and explain the magnitude of deformation for a given amount of extracted fluid. To this end, we derive an equation which shows that the ratio of fluid-to-reservoir volume change depends on various reservoir properties, like the bulk compressibility of the reservoir rock and the compressibility of the pore fluid, as well as the fluid exchange with the surrounding formations (i.e., recharge in case of fluid extraction, leakage in case of fluid injection).

The reservoir parameters on which the magnitude of deformation depends are often only poorly constrained. The fluid compressibility in a geothermal reservoir, for instance, can have a wide range of values. If the pore fluid’s phase is pure water or pure steam, the compressibility is straightforward to determine (given that temperature and pressure conditions are known) but varies over several order of magnitudes depending on the phase. If, however, the reservoir contains both phases, the fluid compressibility depends on the relative amounts of steam and water, which is often not well known. The bulk rock compressibility at field scale can be difficult to constrain, as well. While it is possible to obtain values of rock strength from laboratory experiments or seismic tomography, the values that are found this way are often higher than the static elastic moduli that prevail in large scale deformation problems (e.g. Heuze, 1980; van Heerden, 1987; Eissa and Kazi, 1988). Furthermore, studies show that bulk compressibility depends on effective stress (Zimmerman et al., 1986), implying a depth dependence of compressibility that needs to be considered, in particular for deformation at shallow depth. The range of values for compressibilities of shallow crustal rocks (less than 3 km depth) found or assumed in deformation studies in geothermal areas varies over orders of magnitude. Bromley et al. (2013) report values of the constrained modulus $K_v$ (relation to the bulk modulus $K$ given in Equation A.3) ranging from 0.01 to 1 GPa, while in other studies of geothermal deformation values of $K$ are assumed to exceed 10 GPa (e.g. Fialko and Simons, 2000; Keiding et al., 2010; Juncu et al., 2017).

Using examples from different geothermal fields, we investigate the link between the magnitude of deformation of geothermal reservoirs and the reservoirs’ properties in order to identify combinations of parameter ranges that are able to explain a given magnitude of deformation. We show that it is possible to narrow down parameter ranges using our methodology. Considering the afore mentioned problem in constraining the parameter values using other methods, e.g. laboratory measurements, we should view
man-made reservoir deformation as an opportunity, a large scale experiment, that we
can use to learn more about the mechanical behaviour of porous and fractured rocks at
field scale. The advantage of the reservoir setting stems from a priori knowledge about
changes in pore fluid volume and pore pressure. This is information that is generally
not available in cases of natural deformation, e.g. driven by magmatic or tectonic pro-
cesses. Measurements of changes in pore pressure and the amount of extracted fluid
can be used to better constrain reservoir conditions and estimate material properties,
thus improving our understanding of reservoir processes.

2 Pore fluid and reservoir volume changes

Fluids in rock formations are stored in pores and fractures, where the fluid’s pres-
sure, or pore pressure, supports the rock matrix, counter-acting compressional normal
stresses. A change in pore pressure can be achieved by a change in volume of pore
fluid, which, according to the theory of poroelasticity (Biot, 1941), produces stress and
deformation in the rock formation. The theory also implies that the change in stress
in the rock in turn produces a change in pore pressure. This two-way coupling makes
it difficult to obtain analytical solutions to the equations of poroelasticity. It is pos-
sible, however, to turn the two-way coupling into one-way coupling (changes in pore
pressure produce changes in stress, but not vice versa) under the assumption of uniax-
ial strain and constant vertical stress in order to obtain analytical solutions. Geertsma
(1966, 1973) used this assumption to derive an expression that relates changes in pore
pressure within a fluid reservoir (modelled as a finite structure separated from its sur-
roundings by an impermeable barrier) to surface deformation. The assumption holds
for flat axisymmetric reservoirs, see Geertsma (1973), and involves homogeneous ma-
terial properties (i.e. the properties of reservoir rock and surrounding formations are
the same). Figure 1 depicts a sketch of the concept. For more detailed explanations on
poroelastic theory we refer the reader to Wang (2000) whose notation we follow in this
study.

2.1 Model equation

We use the analytical solution of Geertsma (1966, 1973) and retain the same set of
assumptions to obtain a relation for fluid and reservoir volume change. According to
Geertsma’s work, reservoir volume change $\Delta V_r$ of a reservoir with volume $V_r$, under
the condition of constrained strain (Eshelby, 1957), depends on a change in pore pressure
$\Delta p$, such that:

$$\Delta V_r = c_m V_r \Delta p,$$

(1)

where $c_m = \alpha/K_v$ is the uniaxial poroelastic expansion coefficient, $K_v$ is the uniaxial
drained bulk modulus (also known as the constrained modulus) of the reservoir and $\alpha$
is Biot’s poroelastic expansion coefficient (Geertsma, 1966, 1973; Wang, 2000).

Next we consider the relation between change of pore fluid volume $\Delta V_f$ and pore
pressure change $\Delta p$. The amount of fluid that is moved from/into a control volume
given a change in pore pressure depends on both solid and fluid compressibilities.
Figure 1: Schematic figure showing subsidence due to extraction of pore fluids. Deformation of the flat subsurface reservoir leads to measurable surface displacements. \( \Delta V_{f,t} \) and \( \Delta M_{f,t} \) are the total (gross) volume and total mass of extracted fluid. \( \Delta V_r \) is the volume change of the reservoir due to deformation. \( \Delta V_f \) is the net volume of extracted fluid, i.e. \( \Delta V_{f,t} \) minus recharge. \( K \) is the reservoir bulk modulus, \( K_f \) is the bulk modulus of the pore fluid and \( K'_S \) is the bulk modulus of the solid matrix. \( \alpha \), \( \nu \) and \( \phi \) are Biot’s coefficient, Poisson’s ratio and porosity, respectively.

As noted by Geertsma (1957), the former consists of three different compressibilities, namely rock matrix compressibility \( 1/K'_S \), rock bulk compressibility \( 1/K \) and pore compressibility \( 1/K_\phi \). They are linked through a number of poroelastic coefficients, see e.g. Equation A.2. The combined effect of the different compressibilities can be expressed as the specific storage coefficient, \( S \). Knowing this, we can write for a change in pore fluid volume:

\[
\Delta V_f = SV_r \Delta p. \tag{2}
\]

By taking the ratio \( \Delta V_f / \Delta V_r \) we are able to eliminate the \( V_r \Delta p \) terms in Equations 1 and 2 and obtain:

\[
\frac{\Delta V_f}{\Delta V_r} = \frac{S}{c_m}. \tag{3}
\]

Retaining the assumption of uniaxial strain we can write the (uniaxial) specific storage coefficient as (Wang, 2000, Section 3.3.3):

\[
S = \frac{\alpha^2}{K_v} + \phi \left( \frac{1}{K_f} - \frac{1}{K_\phi} \right), \tag{4}
\]

where \( 1/K_\phi \) is the unjacketed pore compressibility, \( 1/K_f \) the compressibility of the pore fluid, \( \alpha \) is Biot’s expansion coefficient and \( \phi \) is the porosity. We can simplify this equation by assuming that the pore compressibility \( 1/K_\phi \) equals that of the rock matrix \( 1/K'_S \) (Equation A.2). This assumption holds for the case of a solid phase consisting
of a single constituent (Berge and Berryman, 1995; Wang, 2000), and is commonly applied to idealize numerical models (see e.g. Zienkiewicz and Shiomi, 1984). Using this assumption and inserting Equations 4 and A.3 into Equation 3, we arrive at:

$$\Delta V_f / \Delta V_r = \frac{\alpha + 3\phi (1 - \nu)}{\alpha (1 + \nu)} \left( \alpha - 1 + \frac{K}{K_f} \right),$$

(5)

where $\nu$ is Poisson’s ratio. A problem with applying Equation 5, is that the net change in pore fluid volume ($\Delta V_f$) is generally not known. The value of $\Delta V_f$ depends on the fluid balance in the reservoir, i.e. how much fluid is extracted and how much of the extracted fluid is replenished from surrounding formations or by injection. What we know instead, is the total volume of extracted fluid $\Delta V_{f,t}$, and that $\Delta V_f$ equals $\Delta V_{f,t}$ minus recharge into the reservoir. Hence, the value of $\Delta V_f$ represents only an effective fluid volume change, which we can relate to the known total extracted fluid volume $\Delta V_{f,t}$ by introducing a factor $\chi$, so that

$$\Delta V_f = \chi \Delta V_{f,t},$$

(6)

where $0 < \chi \leq 1$ denotes the fraction of $\Delta V_{f,t}$ that is causing the observed deformation. Within the assumptions of our model, homogeneous material parameters and small vertical extent of the reservoir, this $\chi$ essentially depends only on the recharge into the reservoir, which means that in this case, $1 - \chi$ is the fraction of $\Delta V_{f,t}$ that is recharged.

Using Equation 6, Equation 5 can be rewritten as:

$$\frac{\Delta V_{f,t}}{\Delta V_r} = \frac{1}{\chi} \left[ \alpha + 3\phi \frac{1 - \nu}{\alpha} \left( \alpha - 1 + \frac{K}{K_f} \right) \right].$$

(7)

This shows that the volume ratio of fluid flow and reservoir deformation depends on 6 parameters. Under a set of simplifying assumptions we can illustrate a limiting behaviour of Equation 7. If pore fluid and solid matrix are both incompressible relative to the bulk compressibility of the reservoir ($K << K_f, K_S'$, $\alpha = 1$), the term in the square brackets in Equation 7 becomes unity so that the ratio of volume changes depends only on $\chi$, i.e. $\Delta V_{f,t}/\Delta V_r = 1/\chi$. In most cases, however, this will not be very realistic, in particular because $K << K_f$ is not a common occurrence.

In high temperature geothermal reservoirs we have to consider an additional problem of two-phase conditions: Water and steam may both be present within the reservoir while their relative fractions of the total fluid volume are unknown. Therefore, it may not be possible to estimate the volume of extracted fluid $\Delta V_{f,t}$, which requires that we use mass instead of volume to quantify the fluid loss from the reservoir. The fluid volume in Equation 7 can be replaced by the total mass of extracted fluid $\Delta M_{f,t}$ by

$$\Delta V_{f,t} = \frac{\Delta M_{f,t}}{\rho_f},$$

(8)

where $\rho_f$ is the bulk fluid density within the reservoir, which depends on the relative fractions of water and steam. We can take Equation 8 and rearrange Equation 7 in terms of the reservoir volume change per total mass extraction $\Delta V_r/\Delta M_{f,t}$:

$$\frac{\Delta V_r}{\Delta M_{f,t}} = \frac{\chi}{\rho_f} \left[ \alpha + 3\phi \frac{1 - \nu}{\alpha} \left( \alpha - 1 + \frac{K}{K_f} \right) \right]^{-1}. \quad (9)$$
To find an upper limit for this ratio we can consider the case of an incompressible fluid \((K_f = \infty)\), incompressible solid grains \((K'_S >> K, \alpha = 1)\), no recharge \((\chi = 1)\) and a fluid density of \(\rho_f = 1000 \text{ kg m}^{-3}\), for which we obtain \(\Delta V_r/\Delta M_{f,t} = 10^{-3} \text{ m}^{-3} \text{ kg}^{-1}\). Any values lower than this are caused by the combined effect of the parameters on the right-hand-side of Equation 9.

### 2.1.1 Two-phase fluid compressibility

For a two-phase system, the fluid’s bulk modulus \(K_f\), or its inverse, the compressibility, depends on the volume fraction of liquid in the system, \(f_l\). Grant and Sorey (1979) give an expression for the compressibility of a fluid in a two-phase system (see also Grant, 2011):

\[
\frac{1}{K_f} = \frac{1}{\phi} \langle \rho C \rangle \left( \frac{\rho_w - \rho_s}{L \rho_w \rho_s} \right)^2 T, \tag{10}
\]

where \(\langle \rho C \rangle\) is the reservoir heat capacity, defined as (Moench and Atkinson, 1978):

\[
\langle \rho C \rangle = \phi (1 - f_l) \rho_s c_{p,s} + \phi f_l \rho_w c_{p,w} + (1 - \phi) \rho_r c_{p,r}. \tag{11}
\]

\(\rho\) denotes density, \(c_p\) specific heat, \(L\) the latent heat of vaporization and \(T\) the temperature (in Kelvin). Subscripts \(s, w\) and \(r\) denote steam phase, water phase and rock, respectively.

The density of the water-steam system is a function of the volume fraction of liquid as well, given as (Grant and Sorey, 1979):

\[
\rho_f = f_l \rho_w + (1 - f_l) \rho_s. \tag{12}
\]

We can plug Equations 10, 11 and 12 into Equation 9 and obtain an expression for the reservoir volume change per total mass extraction \(\Delta V_r/\Delta M_{f,t}\) in terms of the liquid fraction \(f_l\):

\[
\frac{\Delta V_r}{\Delta M_{f,t}} = \frac{\chi}{f_l \rho_w + (1 - f_l) \rho_s} \left[ \frac{\alpha}{\alpha + 3 \phi} \right] \left( 1 - \frac{1}{1 + \phi} \right) \left( \frac{\rho_w - \rho_s}{L \rho_w \rho_s} \right)^2 T \right]^{-1}. \tag{13}
\]

### 2.1.2 Model parameters

Equations 7 and 9 contain a number of variables that depend on the physical properties of the reservoir. Here we give a short overview of these parameters as well as the range of values that they commonly assume. For properties of water and steam that depend on temperature and pressure (density, compressibility, heat capacity) we use the tables given in Wagner and Kretzschmar (2007).
**Reservoir bulk modulus \( K \).** The reservoir bulk modulus (sometimes referred to as wet rock bulk modulus or drained bulk modulus) can vary from \( \sim 10^{-2} \) to \( \sim 10 \) GPa (see Section 1). Its value depends on rock type, degree of fracturing and confining pressure, which means it may be strongly depth dependent. It can be constrained if pore pressure change and volumetric strain are known or estimated if other material parameters are known (Equation A.4).

**Pore fluid’s bulk modulus \( K_f \).** The fluid’s bulk modulus is known in cases where the fluid composition is known. For the case of a two-phase geothermal field where both water and steam occur, \( K_f \) can be calculated in terms of the fraction of liquid it contains (see Section 2.1.1). At a pressure of 5 MPa, \( K_f \) of liquid water is around 1000 MPa between temperatures of 200 and 250°C. For steam at 5 MPa, \( K_f \) is much lower, around 0.3 MPa, calculated using Equation 10 for \( 0 < f_l < 1 \), \( \phi = 0.1 \), \( \rho_r = 2500 \text{ kg m}^{-3} \), \( c_{p,r} = 1.0 \text{ kJ kg}^{-1} \text{ °C}^{-1} \), and the properties of water and steam according to the given temperature and pressure (Wagner and Kretzschmar, 2007).

**Biot’s coefficient \( \alpha \).** Biot’s expansion coefficient \( \alpha \) controls how much of the pore pressure is being transferred onto the solid matrix. It can be expressed in terms of the reservoir bulk modulus \( K \) and the solid matrix bulk modulus \( K'_S \), the relation is given in Equation A.2. Theoretically, it can take any value between 0 and 1, where the limiting cases are an incompressible (relative to the bulk reservoir strength) matrix \( (K << K'_S \implies \alpha = 1) \) and the reservoir bulk modulus being equal to the matrix bulk modulus \( (K = K'_S \implies \alpha = 0) \). It is commonly assumed, however, that the value of \( \alpha \) falls between 0.5 and 1 (e.g. Zienkiewicz and Shiomi, 1984). We also know that the bulk moduli of the mineral components, which control the value of \( K'_S \), are with few exceptions above 30 GPa (e.g. Mavko et al., 2009). This can be used to limit the range of possible values of \( \alpha \). A value of \( K < 3 \) GPa, for instance, in many cases requires that \( \alpha > 0.9 \).

**Porosity \( \phi \).** The porosity of rocks varies with rock type and confining pressure (i.e., depth) and typically ranges from 0.01 to 0.5 (see Manger, 1963). For hydrocarbon reservoir sandstones and carbonates at 1000 m depth these values are generally below 0.35 (Ehrenberg and Nadeau, 2005). We assume that geothermal reservoirs made up of e.g. volcanoclastic or fractured crystalline rocks do not have higher porosities. For geothermal reservoirs in Iceland, \( \phi = 0.1 \) is a common assumption for modelling reservoir processes (see e.g. Axelsson et al., 2015). These values can be better constrained by geological information from drill cores or other means.

**Poisson’s ratio \( \nu \).** Poisson’s ratio is the ratio of transverse strain to axial strain in an elastic medium. For rocks the values of \( \nu \) fall most commonly between 0.1 and 0.4 (Gercek, 2007).
Fraction of effective fluid volume change $\chi$. The parameter $\chi$ quantifies the ratio of the net fluid loss $\Delta V_f$ in the part of the reservoir exhibiting detectable deformation, to the total volume of extracted fluid $\Delta V_{f,t}$ (Equation 6). In this study we assume that we are able to detect deformation from the whole reservoir, which means that $\chi$ only relates to reservoir recharge, which is $1 - \chi$. The value of $\chi$ ranges from 0 (complete recharge, i.e. no deformation) to 1 (no recharge). It is possible to constrain reservoir recharge using gravity measurements to infer mass changes in the reservoir (e.g. Guðnason et al., 2015).

Liquid volume fraction $f_l$. The liquid volume fraction is limited by $f_l = 0$ (pure steam) and $f_l = 1$ (pure water). In a geothermal two-phase reservoir it is often not well constrained, because of natural and induced variations in pressure and temperature in space and time. In our model this parameter is, as are all other parameters, averaged over the whole reservoir.

3 Examples: Deformation and fluid extraction at geothermal fields

We can apply the equations we derived in Section 2 to a set of examples where both fluid extraction rates and reservoir volume change are known. Due to parameter trade-off, Equation 9 requires additional constraints to allow any kind of quantitative interpretation. While for some parameters, constraints may be derived from prior information (e.g. examination of drill cores), for others, researchers or reservoir engineers have to rely on experience-based assumptions or adopt values from comparable cases.

We will use three examples to demonstrate how the ratio of deformation per fluid extraction can be used to constrain reservoir parameters and to learn more about reservoir conditions. To this end we employ a Monte Carlo accept-reject approach to sample each parameter in Equation 9 by accepting predicted values of $\Delta V_t/\Delta M_{f,t}$ depending on their difference to the observed value. We take samples from uniform probability distributions over parameter ranges discussed in Section 2.1.2, but use parameter values (or ranges) from the specific study if these are available. Temperature and pressure dependent water and steam properties are taken from Wagner and Kretzschmar (2007). Given the simplifying assumptions that imply homogeneous material parameters, it has to be noted that the resulting range of values depicts an average range in both space and time for the part of the reservoir that is deforming. Here, we study three examples where production of geothermal fluids caused observable surface deformation.

3.1 Hellisheidi, Iceland

The study of Juncu et al. (2017) reports surface deformation due to production at the Hellisheidi high-temperature geothermal field in south-west Iceland between 2012 and 2015. For this case we know the extraction rates from the reservoir in terms of mass rate, which was on average $\Delta M_{f,t} = 38 \cdot 10^9$ kg yr$^{-1}$ during the same time interval (Gunnlaugsson, 2016). Of the extracted mass, $\sim 60\%$ was re-injected back into the...
Figure 2: Downsampled InSAR data after correcting for plate motion (see Juncu et al., 2017) and best fitting model after joint optimization of GNSS and InSAR data. Data (left), model (center) and Residuals (right). Black squares denote continuous GNSS stations in the area, the black circle the reference point of the InSAR data.

crust, although it is not certain how much of this fraction flowed back into the reservoir (Juncu et al., 2017b).

In the study of Juncu et al. (2017) a shear modulus of 10 GPa and a Possion’s ratio of 0.25 was assumed, which implies a bulk modulus of 17 GPa. However, pressure changes in the Hellsheidi reservoir have been inferred from borehole measurements (Haraldsdóttir, 2014; Juncu et al., 2017) and can be used as an upper bound for an average reservoir pressure decrease. Therefore, we are able to estimate the formation’s bulk modulus using the geodetic data. We also invert the surface displacements reported by Juncu et al. (2017) to obtain an estimate for the reservoir volume change using a different reservoir model than in the original study and compare the difference in results.

3.1.1 Inversion of displacement data based on Geertsma’s poroelastic model

Using GNSS and InSAR surface displacement data (2012–2015) from the Hellsheidi geothermal area and observed reservoir pore pressure changes (Juncu et al., 2017) we can perform a joint optimization of the two displacement datasets in order to constrain the bulk modulus of the formation. We use the nucleus of strain concept (see e.g. Geertsma, 1966), which can be integrated to obtain displacements for deforming reservoirs of flat cylindrical shape (Geertsma, 1966, 1973; Segall, 1992). Surface displacements for a nucleus of small, finite volume $V_n$, experiencing a pressure change $\Delta p$ and located at $x'_i$ are given by

$$u_i(x_1, x_2, 0) = \Delta p V_n c_m \frac{1 - \nu}{\pi} \frac{x_i - x'_i}{|D|^3},$$

(14)

where $D$ is the distance between observation point $x_i$ and source location $x'_i$. We approximate the integral of the nucleus of strain solution over the cylinder by superimposing the displacements caused by a number $N$ of fixed size rectangular cuboids, representing the nuclei of strain. The cuboids are arranged so that they form a horizontal, flat elliptical cylinder of volume $V_r = V_{n,1} + \cdots + V_{n,N}$. We assume that $\Delta p$ is
constant throughout the reservoir, i.e. the same in each cuboid, and use the observed pressure decrease range at Hellisheiði of 0.3 MPa yr\(^{-1}\) (Juncu et al., 2017) as an upper bound for the average reservoir pressure change. We use a Bayesian Markov chain Monte Carlo type inversion approach (the Catmip algorithm, Minson et al., 2013) to find the optimal reservoir source parameters as well as probability distributions of the parameter values (Figure 2 and Supplement Figures S1 and S2). As in Juncu et al. (2017) we correct the data for the plate spreading signal and invert for three local deformation sources, two for the geothermal fields at Hellisheiði and Nesjavellir and a deep source in eastern Hengill. Here, however, we focus only on the results of the Hellisheiði source. We obtain a 90% confidence range for the bulk modulus \(K\) of 0.1–6.7 GPa for a given Biot-coefficient range of 0.9 ≤ \(\alpha\) ≤ 1. We find that the deformation originates from a depth of around 1.2 km (90% confidence interval, CI, ranging from 0.7 to 2.1 km) with a source thickness of 0.6 km (90% CI: 0.4 to 0.9 km). The reservoir volume change is \(\Delta V_r \approx 3 \cdot 10^6 m^3 yr^{-1}\) (90% CI: 1 \cdot 10^5 to 6 \cdot 10^5 m^3 yr\(^{-1}\)), which results in a ratio of reservoir volume change per mass extraction of \(\Delta V_r/\Delta M_{f,t} \approx 8 \cdot 10^{-6} m^3 kg^{-1}\), or, using the confidence interval, gives a 90% confidence range of 4 \cdot 10^{-6} to 16 \cdot 10^{-6} m^3 kg\(^{-1}\) (neglecting uncertainties in the mass extraction rate). The optimal model for Hellisheiði in the original study (Juncu et al., 2017) is a spheroid with a vertical thickness (at the source center) of 2.5 km (90% CI: 2.0 to 3.0 km) and a reservoir volume decrease of 4 \cdot 10^5 m^3 yr\(^{-1}\), which is well within the 90% confidence limits of the reservoir volume change estimated here.

### 3.1.2 Relating \(\Delta V_r/\Delta M_{f,t}\) to fluid properties

Having obtained constraints on the reservoir’s bulk modulus we can explore the possible parameter combinations that yield \(\Delta V_r/\Delta M_{f,t} \approx 8 \cdot 10^{-6} m^3 kg^{-1}\). The pressure in the central region of the Hellisheiði reservoir is approximately 7 MPa at depths between 1 and 1.5 km (see Haraldsdóttir, 2014) and the reservoir temperature is at the boiling point curve, which is 286°C at this pressure. We expect the system to be two-phase, because a steam-cap has formed in the top region of the reservoir due to the pressure drop (Gunnarsson et al., 2011). To compare the different scenarios, however, we test the cases of pure steam and pure water, as well. We use Equation 9 and a Monte Carlo accept-reject approach to find the parameter combinations that yield values of \(\Delta V_r/\Delta M_{f,t}\) that fall in the 90% confidence range of 4 \cdot 10^{-6} to 16 \cdot 10^{-6} m^3 kg\(^{-1}\), where parameter combinations that result in values close to the optimal value of \(\Delta V_r/\Delta M_{f,t} \approx 8 \cdot 10^{-6} m^3 kg^{-1}\) are sampled more frequently.

We first test the single-phase case for pure liquid and pure steam just below and above the boiling point curve. For the pure liquid case we assume a density of \(\rho_f = 750 \text{kg m}^{-3}\) and a fluid bulk modulus of \(K_f = 500 \text{MPa}\); for pure steam we use \(\rho_f = 35 \text{kg m}^{-3}\) and \(K_f = 5 \text{MPa}\). For the remaining parameters in Equation 9 we make use of the results from the inversion of geodetic data (Section 3.1.1). In the inversion we obtained a 90% confidence interval of \(K\) of 0.1–6.7 GPa, and due to the low values of \(K\) we assume that 0.8 < \(\alpha\) < 1 (see Section 2.1.2). We also use a range of 0.01 ≤ \(\phi\) ≤ 0.2, 0 ≤ \(\gamma\) ≤ 1 and 0.1 ≤ \(\nu\) ≤ 0.4. We find that these conditions require a very low value of \(\chi\), i.e. recharge fractions of greater than ~80% (for steam) or ~90% (for water), see Figure 3.
Next, we test the assumption of a two-phase pore fluid. For this case, the parameter values for these conditions are shown in Table 1. Parameter value ranges of $\alpha$, $K$, $\phi$, $\chi$ and $\nu$ are the same as above. Using Equation 10 we can calculate a possible range of $K_f$ of approximately 0.1–3 MPa (depending on the volume fraction of liquid $f_l$). We show in Figure 4 how the reservoir bulk modulus $K$ and $f_l$ correlate, and find that $f_l$ is very sensitive to $K$ and practically unconstrained for $K < 1$ GPa. For the preferred value of $K = 3.3$ GPa, determined through the inversion of geodetic data (Section 3.1.1), however, we find that $f_l < 0.3$, which translates to a liquid mass fraction of 90%.

Given the very high required recharge fraction and that we know that both water and steam occur in the reservoir, it seems more likely that the reservoir behaves like a two-phase system. It also shows that with a more accurate estimate of $K$ it may be

Table 1: Parameters of water, steam and rock at temperature on the vapour-liquid saturation curve at 7 MPa and 286 $^\circ$C; for the Hellisheidi field.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>559 K</td>
</tr>
<tr>
<td>$c_{p,r}$</td>
<td>1.0 kJ kg$^{-1}$ K$^{-1}$</td>
</tr>
<tr>
<td>$c_{p,w}$</td>
<td>5.4 kJ kg$^{-1}$ K$^{-1}$</td>
</tr>
<tr>
<td>$c_{p,s}$</td>
<td>5.4 kJ kg$^{-1}$ K$^{-1}$</td>
</tr>
<tr>
<td>$\rho_r$</td>
<td>2500 kg m$^{-3}$</td>
</tr>
<tr>
<td>$\rho_w$</td>
<td>740 kg m$^{-3}$</td>
</tr>
<tr>
<td>$\rho_s$</td>
<td>37 kg m$^{-3}$</td>
</tr>
<tr>
<td>$L$</td>
<td>$2.3 \cdot 10^6$ J kg$^{-1}$</td>
</tr>
</tbody>
</table>
possible to constrain the ratio of water to steam in the deforming part of the reservoir.

3.2 Reykjanes, Iceland

Keiding et al. (2010) describe deformation between 2005 and 2008 at the Reykjanes geothermal field, located around 80 km south-west of the Hellisheidi field and commissioned in 2006. For this time interval they report a total mass extraction of around 58 Mton and find an estimated reservoir volume change of about $2.1 \cdot 10^6$ m$^3$. Hence, the extracted mass per reservoir volume change is $\Delta V_r / \Delta M_f \approx 4 \cdot 10^{-5}$ m$^3$ kg$^{-1}$.

For deformation modelling Keiding et al. (2010) assume a shear modulus of $G = 10$ GPa and Poisson’s ratio of $\nu = 0.25$, which imply a bulk modulus of $K = 16.7$ GPa. These values were merely assumed and it was not tested whether they are appropriate in a deformation context. Looking at reservoir pressure change and volumetric strain at Reykjanes we can test if the values are realistic, by rearranging Equation 1 (and using Equation A.3):

$$K = \frac{1}{3(1-\nu)} \alpha \Delta p \frac{V_r}{\Delta V_r}. \quad (15)$$

Keiding et al. (2010) found $\Delta V_r \approx 0.002$ km$^3$ and $V_r \approx 19$ km$^3$. The values of $V_r$ and $\Delta V_r$ imply a pressure decrease of $\Delta p \approx 1$ MPa using the constrained-strain relation for prolate spheroids given by Amoruso and Crescentini (2009): $\Delta V_r = V_r \Delta p / G$, where $G = 10$ GPa is the shear modulus used by Keiding et al. (2010). To approximate an upper bound for $K$, we assume the limiting case of incompressible solid grains, i.e. $\alpha = 1$, and a Poisson’s ratio of $\nu = 0.4$, and find that $K \lesssim 10$ GPa.
Figure 5: Bivariate histograms for \( K \) and \( \chi \) for a pure liquid phase pore fluid in the Reykjanes reservoir (Keiding et al., 2010), for \( 0 \leq \phi \leq 0.35 \) (A) and \( \phi = 0.1 \) (B). Frequency of sampled parameter combinations according to color scale. The parameter space was sampled using uniform prior distributions. The dashed black horizontal line depicts \( K = 17 \) GPa, the black horizontal line depicts \( K = 10 \) GPa the vertical gray bar depicts \( 0.5 < \chi < 0.7 \) (recharge between 30\% and 50\%, see Axelsson et al., 2015).

Due to production-induced pressure drop a steam cap developed in the reservoir (Axelsson et al., 2015). Since the deformation study of Keiding et al. (2010) covers only the beginning of the geothermal fluid production, it is not clear whether or not the amount of steam in the reservoir is significant at that time. We test both the effect of a purely liquid and a two-phase pore fluid. Given the low estimate of \( K \), for both cases we assume that \( \alpha > 0.5 \), see Equation A.2. For simplicity, we assume the pore fluid’s liquid phase is pure water, although in reality it is hydrothermally altered seawater (Axelsson et al., 2015).

### 3.2.1 Purely liquid pore fluid

First, we test the case of a purely liquid pore fluid, given material parameters as discussed above and a porosity of \( 0.01 \leq \phi \leq 0.35 \). We find that \( \Delta V_r/\Delta M_f = 4 \cdot 10^{-5} \text{ m}^3 \text{ kg}^{-1} \) can be explained by a wide range of combinations of \( \chi \) and \( K \), as shown in Figure 5A. For geothermal reservoirs in Iceland a common assumption is \( \phi = 0.1 \), which we can apply to see if it helps to better constrain the parameters. Looking at the trade-off between \( K \) and \( \chi \) after adding the constraints (Figure 5B), we can see that for \( K = 17 \) GPa, the possible values of \( \chi \) fall in the range 0.25–0.65 while for \( K < 10 \) GPa we get \( \chi < 0.5 \). For the period 2008–2010, Axelsson et al. (2015) estimate the recharge rate at Reykjanes to be about 30–50\% (i.e. \( 0.5 < \chi < 0.7 \)), depicted by the vertical grey bar in Figure 5B. If the assumptions are correct (50–70\% recharge rate and 10\% porosity), this might imply these results are not compatible with our deformation-based estimate of the bulk modulus (\( K < 10 \) GPa), meaning that a purely liquid pore fluid may not be plausible.
Table 2: Parameters of water, steam and rock at temperature on the vapour-liquid saturation curve at 10 MPa and 310 °C; for the Reykjanes field.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>583 K</td>
</tr>
<tr>
<td>$c_{p,r}$</td>
<td>1.0 kJ kg$^{-1}$ K$^{-1}$</td>
</tr>
<tr>
<td>$c_{p,w}$</td>
<td>6.1 kJ kg$^{-1}$ K$^{-1}$</td>
</tr>
<tr>
<td>$c_{p,s}$</td>
<td>7.1 kJ kg$^{-1}$ K$^{-1}$</td>
</tr>
<tr>
<td>$\rho_r$</td>
<td>2500 kg m$^{-3}$</td>
</tr>
<tr>
<td>$\rho_w$</td>
<td>688 kg m$^{-3}$</td>
</tr>
<tr>
<td>$\rho_s$</td>
<td>55 kg m$^{-3}$</td>
</tr>
<tr>
<td>$L$</td>
<td>$2.3 \cdot 10^6$ J kg$^{-1}$</td>
</tr>
</tbody>
</table>

3.2.2 Two-phase pore fluid

We test whether it is possible to achieve $\Delta V_r / \Delta M_f, r$ of $\sim 4 \cdot 10^{-5}$ m$^3$ kg$^{-1}$ by two-phase reservoir conditions. We assume that average reservoir pressure is 10 MPa and that reservoir conditions are on the boiling point curve (temperature of 310°C). The parameters for these conditions are shown in Table 2. The range of plausible combinations of liquid volume fraction $f_l$ and reservoir bulk modulus $K$ are any $0 < f_l < 1$ and $K < 10$ GPa, while the most probable are $0 < f_l < 0.8$ and $K < 5$ GPa (see Figure 6). Two-phase compressibility allows for a wider range of parameter values than the single-phase assumption. This suggests that a two-phase pore fluid may be more plausible in the Reykjanes case.

Figure 6: Bivariate histogram of liquid saturation $f_l$ and reservoir bulk modulus $K$ for a two-phase pore fluid. Calculated using Equation 9 for deformation at the Reykjanes geothermal field (Keiding et al., 2010). Colour scale depicts the frequency of sampled parameter combinations. The parameter space was sampled using uniform prior distributions.
Figure 7: Bivariate histogram of liquid saturation $f_l$ and reservoir bulk modulus $K$ for a two phase pore fluid. Calculated using Equation 9 for deformation at The Geysers (Mossop and Segall, 1997, 1999). Colour scale depicts the frequency of sampled parameter combinations. The parameter space was sampled using uniform prior distributions.

3.3 The Geysers, California, USA

Large scale geothermal power production at The Geysers began in 1960, with production being strongly increased from 1972 to the late 1980’s (Barker et al., 1992). Mossop and Segall (1997, 1999) published two studies presenting deformation obtained by GPS and leveling observations at The Geysers between 1977 and 1996. From their estimates of volumetric strain and observations of reservoir pressure changes, they estimate $K \leq 4.6$ GPa (Mossop and Segall, 1999). For the solid grain bulk modulus they assume $K_S' \approx 37$ GPa. From the estimates for $K$ and $K_S'$ we can derive an estimate range for values of $\alpha$ using Equation A.2, giving $0.9 < \alpha < 1$, which we will apply here. Gunderson (1992) and Barker et al. (1992) report reservoir matrix- and fracture porosities of 1–6% and 1–2%, respectively. According to this, we assume the gross reservoir porosity to be $0.01 \leq \phi \leq 0.1$. We assume that the average reservoir pressure is approximately 2 MPa (see Barker et al., 1992). For Poisson’s ratio of the reservoir we use a range of $0.1 \leq \nu \leq 0.4$.

The total extracted mass for the investigated time interval is $1.4 \cdot 10^{12}$ kg and the reservoir volume change is $\Delta V_r \approx 9 \cdot 10^7$ m$^3$ (Mossop and Segall, 1997), giving a ratio for volume change per extracted mass of $\Delta V_r/\Delta M_{f,t}$ of $6 \cdot 10^{-5}$ m$^3$ kg$^{-1}$.

First we test the case of two-phase compressibility. As for the previous examples we can use Equation 10 to calculate $K_f$, which for a temperature of $212 \degree C$ and a pressure of 2 MPa (saturation conditions) yields values of $K_f < 0.1$ MPa. Such low values of $K_f$ produce low values of $\Delta V_r/\Delta M_{f,t}$, considerably lower than $6 \cdot 10^{-5}$ m$^3$ kg$^{-1}$. For $K > 1$ GPa, $\Delta V_r/\Delta M_{f,t}$ is never higher than $2 \cdot 10^{-5}$ m$^3$ kg$^{-1}$. For $K < 1$ GPa and small values for liquid volume fraction $f_l$, on the other hand, it is possible to obtain $\Delta V_r/\Delta M_{f,t} \approx 6 \cdot 10^{-5}$ m$^3$ kg$^{-1}$ (Figure 7).

Next, we investigate single-phase conditions. For the pure water case we assume a temperature of $210 \degree C$ and pressure of 2 MPa. According to these conditions we
Figure 8: Bivariate histograms for $K$ and $\chi$ for single-phase pore fluid at the Geysers reservoir (Mossop and Segall, 1997, 1999), both for pure liquid (A) and pure vapour phase pore fluid (B). The grey lines show $K = 3.6$ GPa the estimated maximum by (Mossop and Segall, 1997). Color scale depicts the frequency of sampled parameter combinations. The parameter space was sampled using uniform prior distributions.

Assume a density of water of $850 \text{ kg m}^{-3}$ and a fluid bulk modulus of $K_f = 1000 \text{ MPa}$. We can apply Equation 9 to determine the most likely combinations of $\chi$ and $K$ (see Figure 8A). The results imply that under the assumption that we observe deformation from the whole reservoir, the case of pure water as pore fluid requires a minimum recharge $(1 - \chi)$ of $90\%$. For the pure vapour case we assume a temperature of $240^\circ\text{C}$ and a pressure of $2 \text{ MPa}$. For these conditions we use a bulk modulus of vapour of $K_f = 2 \text{ MPa}$ and a density of $10 \text{ kg m}^{-3}$. The results allow a wider range of $\chi$ than the pure water case, with a minimum recharge of $50\%$ for $K < 5 \text{ GPa}$ (see Figure 8B).

It seems to be generally assumed that for the studied time interval, The Geysers are a two-phase reservoir (Barker et al., 1992; Mossop and Segall, 1999). Our results indicate that this may explain the magnitude of deformation per mass of fluid extracted, albeit it implies a very small bulk modulus of $K < 1.5 \text{ GPa}$. Alternatively, pure steam conditions can also plausibly explain the observed deformation, allowing a wider range
4 Discussion

In a fluid reservoir, the relation between the volume or mass of extracted fluid to the volume change of the reservoir due to contraction depends on elastic and poroelastic parameters of fluid and solid \((K, K_f, \nu, \alpha, \phi)\) as well as the amount of recharge. The equations derived in this study show that the reservoir volume change and the fluid volume change can not be expected to have the same value, except for the idealized case of both pore fluid and solid matrix being incompressible. Expected values should be \(\Delta V_r/\Delta V_{f,t} < 1\), or \(\Delta V_r/\Delta M_{f,t} < 10^{-3} \text{ m}^3 \text{ kg}^{-1}\) in case of fluid mass, where the magnitude primarily depends on the ratio of the reservoir bulk modulus over fluid bulk modulus and the amount of recharge into the reservoir.

It should be noted that the assumptions made to simplify the reservoir model, for example that the vertical extent of the reservoir is relatively small, might not be true for a real reservoir. If a reservoir has a large vertical extent, material heterogeneities become more important and we may have to consider that deeper parts of a reservoir generally have a lower porosity (less fluid volume) and a higher rock bulk modulus (due to the dependence of \(K\) on confining pressures, see Section 2.1.2). This means that the deeper parts cause significantly less surface deformation than the shallower parts. Therefore, some of the reservoir deformation may not be detected by geodetic observations which would lead to an underestimate of the reservoir volume change \(\Delta V_r\).

In future studies, an improved representation of physical complexities in the reservoir models could help to increase the accuracy of the method presented here.

4.1 Difference in \(\Delta V_r/\Delta M_{f,t}\) between different geothermal reservoirs

Three examples of geothermal systems in Iceland and the USA, all of which exhibit fluid pressure decrease, show different magnitudes of deformation despite all of them being fractured rock two-phase systems. The Hellisheidi system exhibits considerably lower values of deformation per extraction (\(\Delta V_r/\Delta M_{f,t}\) in the order of \(10^{-6} \text{ m}^3 \text{ kg}^{-1}\)) than the Reykjanes system and The Geysers (\(\Delta V_r/\Delta M_{f,t}\) in the order of \(10^{-5} \text{ m}^3 \text{ kg}^{-1}\)). Investigating the different examples indicate that the difference of this value is strongly affected by the compressibility of the pore fluid, the value of which being controlled by whether the fluid is in a single-phase or of two-phase state. The two-phase compressibility of a water-steam system can be very high, higher than either of the single phase counterparts. This means that in a two-phase system the pressure change, as well as the deformation, will be significantly smaller even if extraction rate, reservoir volume and reservoir properties are the same. Even though the results of each example are not entirely conclusive, they carry useful implications. At Hellisheidi we find that the relatively low \(\Delta V_r/\Delta M_{f,t}\) can very well be explained by two-phase conditions in the reservoir. In the case of Reykjanes, two-phase conditions seem to be more plausible than pure water and require a low bulk modulus, most likely lower than 5 GPa. At The Geysers, both pure steam and two-phase conditions are possible candidates to
explain the deformation. Research about reservoir conditions (e.g. Barker et al., 1992) indicate that, during the study interval 1977–1996, the reservoir was under two-phase conditions. If this is correct, this would imply a very low bulk modulus of less than 1.5 GPa.

While we expect the reservoirs in the presented examples to exhibit two-phase fluid compressibilities in all cases, given the knowledge we have about these reservoirs, we can not rule out that single-phase conditions can occur. High temperature geothermal reservoirs often evolve through different states during their lifetime, from liquid dominated to two-phase to vapour-dominated. Therefore, the ratio of deformation volume per mass of extracted fluid may change over a reservoir’s lifetime. The Reykjanes power plant had just been commissioned at the time when Keiding et al. (2010) studied the deformation (2005–2008), which means that it is possible that the reservoir at this point was still liquid dominated. If this was the case, we would expect that the ratio of deformation volume to extracted fluid mass decreases with ongoing production. If the ratio does not change if is more likely that the deformation behaviour was dominated by a two-phase pore fluid from the beginning, as both the single phase and the two-phase explanation are possible (see Section 3.2). Investigating how the deformation per extracted fluid varies over longer time intervals would be an interesting study that might give further insight into this problem. At The Geysers, the production had been going on for several years before the deformation studies of Mossop and Segall (1997, 1999), investigating the time interval of 1977–1996. This could mean that the pore and fracture space was mostly filled with steam by the time the deformation was observed. Even though for both Reykjanes and The Geysers it can not be conclusively stated whether two-phase or single-phase conditions, either possibility has different implications for material parameter values. Two-phase conditions, due to the low fluid bulk modulus, require a low reservoir bulk modulus. Single-phase conditions, on the other hand, may imply a lower limit for the reservoir recharge (or, an upper limit for \( \chi \)).

4.2 Constraining material parameters

The work presented here highlights the importance of constraining material parameters. The values of the reservoir bulk modulus \( K \) in the given examples, estimated from deformation data, fall in all cases below commonly obtained values for different rocks derived from seismic data or laboratory experiments. Possible explanations for this are discussed by e.g. Heuze (1980) and Mossop and Segall (1997, 1999). Seismic wavelengths are insensitive to small pore and fracture length scales. Laboratory experiments on the other hand fail to capture effects of scales larger than the lab sample. Apart from the difficulties in estimating \( K \) through different methods, the values of \( K \) can vary greatly between reservoirs at different locations because they depend on a number of factors: on rock type, degree of fracturing and confining pressures (e.g. Zimmerman et al., 1986). This means they can vary strongly depending on depth and location and should not be simply adopted from one location to another even if geological conditions are similar. Deformation studies in a partly controlled setting like we have in cases of geothermal reservoir deformation, offer, in cases where the mass of extracted fluid and changes in reservoir pressures are known, opportunities to deter-
mine the effective quasi-static bulk modulus which we should make use of. Additional constraints on $K$ can lead to constraints of other material parameters, which allows for a more accurate interpretation of results of surface deformation studies. In combination with fluid extraction rates this can lead to a better understanding of reservoir deformation.

We show that it may be possible to use the presented methods to determine whether the pore fluid is water, steam or two-phase. The knowledge about which fluid state prevails in a reservoir is important for the successful implementation of forward models of reservoir deformation. Our results imply that if the wrong fluid compressibility is used in a deformation model driven by fluid extraction, predicted deformation can be under- or overestimated by one order of magnitude. Instead, in order to improve accuracy of forward model predictions, we should make use of volume change estimates from geodetic observations in combination with a) pressure changes to constrain the reservoir bulk modulus $K$ and b) extraction rates to constrain the fluid bulk modulus $K_f$.

4.3 Deformation caused by reservoir temperature changes

While this study focusses on deformation caused by reservoir pressure changes, there are also examples of deforming geothermal reservoirs where temperature decrease has been identified as the driving cause of deformation, see e.g. Drouin et al. (2017) who studied deformation in the Krafla geothermal area in North Iceland. Interestingly, Drouin et al. (2017) find a value of $\frac{\Delta V_r}{\Delta M_f}$ very similar to the Hellsheidi example, which in their case is $\sim 8 \cdot 10^{-6}$ m$^3$ kg$^{-1}$. For the thermoelastic case, the deformation behaviour could be studied analogously to the poroelastic analysis presented in this study.

5 Conclusions

We derive an equation that relates rock volume changes estimated from deformation studies to the mass of extracted fluid from a flat reservoir. The equation shows that the change in reservoir volume, given the mass of extracted fluid, depends on fluid compressibility and elastic rock properties, as well as the rate of fluid recharge. We use examples from three different geothermal fields, where the ratio of deformation volume per mass of extracted fluid varies by one order of magnitude, to investigate how the obtained relation between deformation, extraction and material properties can be applied. Using a stochastic approach we identify how varying parameter combinations affect the difference in the volume change per fluid mass extraction ratio, and found that the compressibilities of pore fluid and reservoir rock have a significant effect. Our results indicate that low reservoir bulk moduli, $K \lesssim 5$ GPa, agree well with reported deformation at the geothermal fields Hellsheidi, Reykjanes and The Geysers. This study shows that using the methods presented here for interpreting observations of surface deformation can help to better constrain reservoir conditions and improve our understanding of geothermal reservoirs.
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Appendix A  Relations between poroelastic parameters and constants

Relations between poroelastic parameters and constants that are used in this study, taken or slightly recast from Wang (2000).

**Bulk modulus $K$ in terms of shear modulus $G$ and Poisson’s ratio $\nu$**

$$K = \frac{2G(1+\nu)}{3(1-2\nu)}$$  \hspace{1cm} (A.1)

**Bulk modulus of the solid skeleton $K'_S$**

$$K'_S = \frac{K}{1-\alpha} \iff \alpha = 1 - \frac{K}{K'_S}$$  \hspace{1cm} (A.2)

**Uniaxial bulk modulus $K_v$**

$$K_v = 3K \frac{1-\nu}{1+\nu}$$  \hspace{1cm} (A.3)

**Drained pore bulk modulus $K_p$**

$$K_p = \frac{\phi K}{\alpha}$$  \hspace{1cm} (A.4)
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Supplement material: Bivariate histograms of material parameters inferred from the inversion of geodetic data

By inversion of geodetic data from the Hellisheidi geothermal field (Juncu et al., 2017) using a Bayesian Markov chain Monte Carlo algorithm (Catmip, Minson et al., 2013), we obtained posterior probability distributions of the model parameters as depicted in Figures S1 and S2.
Figure S1: Bivariate histograms of the source parameters in the model optimization using geodetic data. Bulk modulus $K$ with Poisson’s ratio $\nu$ (a), Biot’s coefficient $\alpha$ (b), depth (c), major axis (d), minor axis (e), thickness (f) and pressure decrease (g) of the reservoir. The color scale gives the frequency of results within a bin, from higher frequencies depicted by yellow to lower frequencies depicted by blue.
**Figure S2:** Bivariate histograms of the source parameters in the model optimization using geodetic data. Reservoir volume change $\Delta V_r$ with Poisson’s ratio $\nu$ (a), Biot’s coefficient $\alpha$ (b), depth (c), major axis (d), minor axis (e), thickness (f), pressure decrease (g) of the and bulk modulus $K$ of the reservoir. The color scale gives the frequency of results within a bin, from higher frequencies depicted by yellow to lower frequencies depicted by blue.
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