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ARTICLE INFO ABSTRACT

Keywords: Background and Objective: Tendon segmentation is crucial for studying tendon-related pathologies like
Magnetic resonance imaging tendinopathy, tendinosis, etc. This step further enables detailed analysis of specific tendon regions using
Superpixel automated or semi-automated methods. This study specifically aims at the segmentation of Achilles tendon,

Graph convolutional network
Segmentation via node classification
Achilles tendon

the largest tendon in the human body.

Methods: This study proposes a comprehensive end-to-end tendon segmentation module composed of a pre-
liminary superpixel-based coarse segmentation preceding the final segmentation task. The final segmentation
results are obtained through two distinct approaches. In the first approach, the coarsely generated superpixels
are subjected to classification using Random Forest (RF) and Support Vector Machine (SVM) classifiers to
classify whether each superpixel belongs to a tendon class or not (resulting in tendon segmentation). In
the second approach, the arrangements of superpixels are converted to graphs instead of being treated as
conventional image grids. This classification process uses a graph-based convolutional network (GCN) to
determine whether each superpixel corresponds to a tendon class or not.

Results: All experiments are conducted on a custom-made ankle MRI dataset. The dataset comprises 76
subjects and is divided into two sets: one for training (Dataset 1, trained and evaluated using leave-one-group-
out cross-validation) and the other as unseen test data (Dataset 2). Using our first approach, the final test
AUC (Area Under the ROC Curve) scores using RF and SVM classifiers on the test data (Dataset 2) are 0.992
and 0.987, respectively, with sensitivities of 0.904 and 0.966. On the other hand, using our second approach
(GCN-based node classification), the AUC score for the test set is 0.933 with a sensitivity of 0.899.
Conclusions: Our proposed pipeline demonstrates the efficacy of employing superpixel generation as a coarse
segmentation technique for the final tendon segmentation. Whether utilizing RF, SVM-based superpixel classi-
fication, or GCN-based classification for tendon segmentation, our system consistently achieves commendable
AUC scores, especially the non-graph-based approach. Given the limited dataset, our graph-based method
did not perform as well as non-graph-based superpixel classifications; however, the results obtained provide
valuable insights into how well the models can distinguish between tendons and non-tendons. This opens up
opportunities for further exploration and improvement.
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Z. Khatun et al.
1. Introduction

Tendons are tough, inelastic bands of connective tissue formed of
a dense, highly organized matrix of parallel collagen fibers that is
maintained by resident tenocytes. Tendons attach skeletal muscles to
bones and other structures and serve to transmit and absorb force [1].
While Achilles tendon is the strongest tendon in the human body, it
is prone to injury and is the most commonly ruptured tendon. During
activities, the Achilles tendon can bear loads of over 3500 N [2], yet
despite its tremendous strength, it is frequently injured [3]. Acute and
chronic Achilles tendon pathology is estimated to be responsible for
as much as 50% of all sports-related injuries. 75% of Achilles tendon
ruptures occur in middle-aged men between the ages of 30 and 49 while
participating in sports, and the incidence is rising [4]. As a result, the
Achilles tendon stands out as a demanding tendon for research.

Achilles tendonitis (overuse injury) is a common presentation
among running and jumping athletes. Chronically, Achilles tendon
may develop tendonosis where no inflammatory process exists, but
chronic remodeling may occur. Tendinopathy, a widespread and chal-
lenging musculoskeletal disorder, affects a considerable amount of our
population. It affects up to 30% of medical consultations related to mus-
culoskeletal problems [5]. Regardless of the severity of tendinopathy,
its symptoms can profoundly impact the patient’s perceived quality of
life.

Medical imaging techniques such as Ultrasound (US), Magnetic
Resonance Imaging (MRI), and X-rays play a crucial role in the diagno-
sis and evaluation of tendinopathy. These imaging modalities provide
valuable information about structural and pathological changes within
tendons, which allows healthcare professionals to make informed clin-
ical decisions. Machine learning, on the other hand, is a subset of
artificial intelligence that offers the potential to transform tendinopathy
research and diagnosis. It can process large amounts of image data and
extract complex features that might not be very clear to the naked
human eye. By training machine learning models, it is possible to
develop algorithms that can detect, classify, and predict tendinopathy.
Khatun et al. investigated various features of the quadriceps muscle and
patellar tendon to assess their relationship with cartilage degeneration
and tendinopathy [6]. Additionally, the study by [7] examined different
features from medical images to explore bone and cartilage. However,
research related to tendinopathy presents several challenges due to the
complexity of the condition and the lack of knowledge of the exact
reasons underlying the pathologies. Before categorizing the pathology,
it is crucial to conduct tendon segmentation to identify the region of
interest (ROI). Only after this step can further studies be pursued.

In computer vision, image segmentation encompasses a large class
of finely related problems. Gupta et al. [8] proposed an automated
segmentation of supraspinatus tendons using ultrasound images (US) by
image processing techniques. It integrates the curvelet transformation
and concepts of logical and morphological operators. An adaptive
texture-based Active Shape Model was suggested by Chuang et al. [9]
to segment tendon and synovium sheath. Martins et al. [10] proposed a
segmentation approach of finger extensor tendon in ultrasound images
based on an active contour framework. One drawback of active contour,
active shape, and curvelet transform-based segmentation techniques
is that edge/gradient information, which is used to guide contour
deformation, is not reliable in ultrasound due to the presence of speckle
noise and imaging artifacts [11]. [12] performed tendon grading for
tear thickness, tear size, etc. by manually extracting features such
as non-fluid signal intensity-related signal changes, anteroposterior
dimensions, etc., which is known to be costly. Similarly, [13] utilized
MRI data, with specialists manually extracting parameters like length,
width, and thickness, incurring both time and cost expenses. Recently,
superpixel segmentation has attracted a lot of interest in computer
vision as it provides a convenient way to compute image features and
reduces the complexity of subsequent image-processing tasks. Xu et al.
developed a method using a machine learning algorithm based on
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variable-size superpixel segmentation [14]. In [15], authors proposed a
new similarity-based superpixel generation method that was integrated
with texton representation to form a spatio-color-texture map of the
breast histology image. Zhu et al. [16] proposed a novel lung cancer
detection method for CT images based on the superpixels and the level-
set segmentation methods. Also, Signoroni et al. and Wan et al. utilized
superpixel-based segmentation [17,18]. According to the literature,
superpixels can be crucial from several perspectives in the case of
medical image segmentation.

In traditional machine learning, unsupervised segmentation tech-
niques rely on the intensity or gradient analysis of the image via
various strategies. Such approaches perform well when boundaries are
well-defined. In contrast, supervised segmentation methods incorporate
prior knowledge about the image-processing task through training
samples. On the other hand, deep learning (DL) models have yielded
a new generation of image segmentation models with remarkable per-
formance improvements, often achieving the highest accuracy rates
on popular benchmarks. By merging semantic segmentation Convolu-
tional Neural Network (CNN), 3D fully connected conditional random
field, and 3D simplex deformable modeling, Zhou et al. developed a
knee joint segmentation pipeline [19]. Other segmentation methods
include techniques such as attention-guided cascaded networks with
pixel importance balance loss for segmentation [20], source-free un-
supervised domain adaptation for multi-organ segmentation [21], liver
segmentation using joint adversarial and self-learning approaches [22],
segmentation of knee using source free adaptive technique [23], etc.
Martins et al. [10] proposed a segmentation approach of extensor
tendon based on active contours, preceded by phase symmetry pre-
processing, and with prior knowledge energies. Kuok et al. proposed
a unique finger tendon segmentation technique where a hybrid of
effective convolutional neural network techniques was applied [24].
However, these types of algorithms are usually considered data-hungry.
This means that these algorithms mostly require large amounts of
high-quality labeled data to effectively learn and generalize patterns.
The performance of many machine learning models, including deep
learning neural networks, tends to improve as the volume and diversity
of training data increase.

Machine learning in graphs, also known as graph neural networks, is
a rapidly growing field within the broader domain of machine learning
and artificial intelligence. It focuses on developing algorithms and
models to extract meaningful information from structured data repre-
sented as graphs or networks. Aiming for automated segmentation, Cai
et al. proposed a graph-based decision fusion process combined with
deep convolutional neural networks (CNN) [25]. Tian et al. proposed
an interactive segmentation method based on a graph convolutional
network (GCN) to refine the automatically segmented results [26].
Node classification is perhaps the most popular machine-learning task
in graph data, especially in recent years.

Given the existing literature landscape, we propose a comprehensive
end-to-end system tailored for Achilles tendon segmentation, eliminat-
ing the need for expensive manual feature extraction or an extensive
dataset. Our segmentation method involves two distinct approaches.
As an initial step for both approaches, our data (MRI) undergoes coarse
segmentation, which is based on superpixel generation. Superpixels are
characterized by perceptually homogeneous regions. In comparison to
pixel representation, superpixel representation decreases the number
of image dependencies and offers better support to identify regions
depending on image properties [27]. This phase provides a preliminary
segmentation that is supposed to reduce the complexity of the final
segmentation task. In our first approach, some of the generated su-
perpixels contain tendon region, while others contain different tissues.
Using traditional machine learning, the classification of each superpixel
as tendon or non-tendon will result in tendon segmentation. Moving on
to our second approach, these superpixels are organized into graphs
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rather than conventional grids. Graph neural networks, such as GCNs,
excel at categorizing graph topologies and yielding a unified catego-
rization of nodes. In our study, this type of graph neural network is
employed to distinguish superpixels/nodes as tendons or non-tendons.
By primarily relying on superpixels for the initial segmentation (coarse
segmentation) and subsequently leveraging graph neural networks, we
adopt a strategy that is less data-intensive. To sum up, our system
comprises the following elements:

. Utilization of Simple Linear Iterative Clustering (SLIC) algorithm
to generate superpixels from MRI data.

. Extraction of 94 radiomics features from each superpixel.

. Classification of each superpixel as tendon or non-tendon, lead-
ing to tendon segmentation through two approaches:

» Superpixel classification using Random Forest and Support
Vector Machine classifiers.

* Superpixel/Node classification based on Graph Convolu-
tion Network (GCN).

An overview of our proposed framework to perform Achilles tendon
segmentation is shown in Section 2.1. More details about this pipeline
are highlighted in the next sections.

ROn . Collection of
‘ : ase Radiomics
Achilles Tendon Cropping super-pixel features from
(MRI) generation

each super-pixel
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2. Materials and methods
2.1. Workflow

The pipeline of our work is illustrated in Fig. 1 which contains
several steps. Each of the steps is discussed in detail in the following
sections.

2.2. Data

The dataset employed in this study includes a diverse cohort of
76 subjects with a mean age of 45 years and a standard deviation
of 19.8 years, including 42 men and 34 women. The participants
went through MRI scans at Landspitali University Hospital in Ice-
land. The study participants are from distinct diagnostic categories. In
particular, the Achilles tendon status of a total of 47 participants is
listed as healthy. In 11 participants, calcific insertional tendinopathy
is identified, characterized by the presence of calcium deposits at the
insertion point of the tendon on the calcaneus. Six participants shows
typical symptoms of Achilles tendinitis, which is an inflammation of the
Achilles tendon. Two participants have a chronic tear in the distal part
of the tendon. Lastly, the remaining 10 participants sustain an Achilles
tendon injury.

/
Sau\ )f L

Considering each super-pixel as
unique sample
ROC (Receiver
Operating
Characteristics)

(Classify whether EACH super-
pixel/Node is a TENDON or NOT)
- Segmenting Achilles Tendon

- L

(Classify whether EACH

Generating graph super-pixel/Node is a ROC (Receiver
from centroids TENDON or NOT) Operating
and ed.ge - Segmenting Achilles —) Characteristics)
connections

Fig. 1.

Graphical Pipeline.
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Fig. 2 depicts two randomly chosen MRI slices from different sub-
jects to show what normal Achilles tendons look like (dark band,
marked with dotted red color). The slices were chosen to display
sagittal views of the Achilles tendon, an imaging plane oriented parallel
to the sagittal plane of the body.

Fig. 2. Healthy Achilles tendons.

Instead, Fig. 3 shows two randomly selected pathological samples.
These samples are crucial to our study since they offer in-depth infor-
mation on deviations from normal subjects and shed light on a range
of abnormalities.

Fig. 3. Pathological Achilles tendons.

Furthermore, the dimensions of the MRIs are variable. Some of
the example dimensions are 384 x 384 x 19, 448 x 464 x 26, etc.
Where the format X x Y x Z indicates matrix size (or resolution),
representing the number of pixels or data points in each direction of
a 2D image slice. In this study, a T1-weighted Turbo Spin Echo (T1
TSE) MRI sequence is used. This sequence uses a specific sequence
of radiofrequency pulses and magnetic fields to create images. This
particular sequence is especially useful for imaging soft tissues, such
as tendon, muscle, fat, etc.

2.2.1. Amount of data

In this study, a careful selection process is employed from a cohort
of 76 subjects, focusing exclusively on the 2D MRI slices containing the
region of interest (ROI). Other slices not containing ROI are excluded.
This thorough selection procedure resulted in a substantial dataset,
comprising a total of 411 MRI slices. The rationale behind this choice
is rooted in the observation that, on average, each subject in our study
group provided a notable subset of 4 to 5 sagittal TSE MRI slices
featuring Achilles tendon. This selection is made to ensure that the
dataset is complete and suitable for subsequent in-depth analysis of the
Achilles tendon.

2.3. Data pre-processing

2.3.1. Mask generation

Ground truth masks are an essential component of data-driven
work since they serve as the basic block for building, evaluating, and
training machine learning models. To generate ground truth masks for
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our ROI, a software called Materialize Mimics is used, which is an
image processing software for 3D design and modeling developed by
Materialize NV (https://www.materialise.com/en).

Fig. 4 demonstrates the final Achilles tendon mask (in green) cre-
ated by the above-mentioned software. It shows a particular example
of an original Achilles tendon with pathology and the associated gen-
erated mask. Fig. 4, serves as a more metaphorical illustration that
emphasizes the complexity of specific occurrences in our database. This
specific figure is an example of a situation where creating a ground
truth mask required greater attention and assistance from experts. This
particular case draws attention to the range of difficulties that can
be encountered when making precise masks. To reduce human bias
while generating these ground truth masks, two different individuals
were involved in the mask generation and correction phases. Different
experts and time points provided a rigorous validation method for the
consistency and quality of the created masks.

Fig. 4. Generated mask of a pathological subject.

2.3.2. Cropping

One of the fundamental image pre-processing techniques is image
cropping, which attempts to eliminate unexpected regions and unnec-
essary noise from an image by altering its aspect ratio or improving
its composition. It is also important, from this point of view, that not
all regions of the MRI image are strictly relevant or very informative
for the diagnostic purposes of a particular ROI. Additionally, image
cropping proves valuable in making data more manageable, especially
considering the vast size of full-scale MRI images, which consume
significant storage space. Moreover, from a computational standpoint,
data cropping serves as a vital step in our data pre-processing.

The following steps are followed to crop both the MRI data and the
associated masks:

1. Loading individual MRI slices and corresponding ground truth
masks: Each MRI slice is loaded, which typically represents a
2D image depicting a sagittal cross-section of the anatomy of
interest. At the same time, the corresponding ground truth mask
is loaded, which is another 2D image indicating the ROI high-
lighted within the MRI slice. As an example, Fig. 5a represents a
sagittal MRI slice, and Fig. 5b represents its ground truth mask.

2. Conversion of ground truth masks to binary masks: Our MIMICS-
exported ground truth masks are initially in color but are subse-
quently converted to binary masks for further processing. Sub-
sequently, for each MRI slice, the binary mask is superimposed
on the MRI slice to highlight the ROL This visual overlay is
illustrated in Fig. 5c, where all tissues are displayed in their
natural appearance, with only the Achilles tendon highlighted
in white.

3. Finding contour: This initial cropping phase consists of identi-
fying the contours of the leg. This contour follows the shape of
the calcaneus bone and executes the primary cropping step, as
illustrated on the right side of Fig. 5d.

4. Recording the full width of the MRI slices: For each subject, the
entire width of the MRI slice image is recorded. This width serves
as a reference for subsequent cropping operations.
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a) Original MRI

b) MIMICS exported mask
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¢) MRI, modified mask

d) Initial Crop (at the right)

e) Leftmost point on AT marked

f) Final crop

Fig. 5. Cropping Pipeline.

5. Recording tendon’s leftmost point for in-depth analysis: For a
more detailed analysis of the ROI, the leftmost point within the
Achilles tendon mask is recorded. This step is crucial for gaining
a comprehensive understanding of the spatial extent of the ROI.
The position of the leftmost point in a specific case is depicted
in Fig. 5e (in blue with a cross mark).

6. Final crop based on the leftmost coordinates and widths: The
final cropped image, followed by a bounding box, is determined
using the coordinates of the leftmost point obtained in the previ-
ous step. Each image is cropped to include the left portion of the
Achilles tendon, starting from the leftmost point. This cropped
region has a width equal to 7% of the total image width on the
left (starting from the leftmost point) and right sides remaining
as usual from step 3, 5d. The cropping operation produced
the final representation of the ROI, illustrated in Fig. 5f. This
approach ensures precise extraction of the desired region for
further analysis and examination.

Some additional examples of cropped images are shown later in Fig. 6.

During testing, it is important to emphasize that the test ground-
truth labels were not revealed. Cropping of the test data was conducted
based on the leg contour, starting from the rightmost point of the
calcaneus bone, with a portion of the slice width cropped from the left
side. This approach ensured that the test data encompassed both the
region of interest (ROI) and adjacent areas, maintaining consistency in
input formatting with the training data, all without relying on the test
ground-truth labels for cropping.

2.4. Superpixel generation

The purpose of this step is to generate superpixels on cropped
data. Superpixels are perceptual groupings of pixels or over-segmented
segments of an image. They capture image redundancy, provide a

convenient primitive for computing image features, and significantly
reduce the complexity of subsequent image processing tasks [28].

To achieve this, Simple Linear Iterative Clustering (SLIC) algorithm
is used. Generally, SLIC algorithm generates superpixels by clustering
pixels based on their color similarity and proximity in the image plane,
using a five-dimensional [labxy] space, where [lab] represents the pixel
color vector in the CIELAB color space and [xy] represents the pixel
position. However, for grayscale images, intensity similarity (I) is used
instead of color similarity. This is done in a three-dimensional [ixy]
space, where [i] represents the pixel intensity and [xy] represents the
pixel position. It is necessary to normalize the spatial distances to use
the Euclidean distance in this 3D space because the maximum possible
distance between two intensity values is fixed, whereas the distance in
the XY plane depends on the image size [29]. Further details about this
algorithm are outlined below:

1. Initialization:

* Grid Placement: Divide the image into a grid with ini-
tial cluster centers placed roughly equal-sized spaced. The
spacing S between these centers is determined by the
desired number of superpixels K. Typically, S = 1/N/K,
where N is the total number of pixels in the image.

* Refinement of Centers: Adjust the initial cluster centers to
positions with the lowest gradient in a 3 x 3 neighborhood
to avoid placing centers on edges.

2. Distance Measure:

« Intensity and Spatial Proximity: Define a distance measure
D that combines intensity similarity and spatial proximity.
For a pixel i with intensity I; and coordinates (x;, y;), and a
cluster center k with intensity I, and coordinates (x;, y;),
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the distance D is computed as:

d 2
D=1/(d.)?+ (m?)

where:

- d, = |I; — I| is the absolute difference in intensity.

- d, = /(x; = x;)? + (y; — y,)? is the Euclidean distance
in spatial coordinates.

- m is the compactness parameter that regulates the
trade-off between intensity similarity and spatial
proximity.

- S is the grid spacing.

The term (m% ’ adjusts the spatial distance component
based on the compactness parameter m, which influences
the relative importance of spatial distance compared to
intensity distance.

3. Assignment of Pixels to Nearest Centers:

* Local Search: For each cluster center, consider all pixels
within a 25 X 28 region around the center. Assign each
pixel to the nearest cluster center based on the distance D.

4. Update Cluster Centers:

* Recompute Centers: After assigning pixels to cluster centers,
update each center to be the mean intensity and spatial
position of all pixels assigned to it. This adjustment ensures
that the center represents the average characteristics of its
superpixel.

5. Iterate:

* Repeat Assignment and Update: Repeat the assignment and
update steps iteratively until convergence is reached. Con-
vergence typically occurs when cluster centers no longer
change significantly between iterations or after a prede-
fined number of iterations.

6. Enforce Connectivity:

* Post-processing: Ensure that each superpixel forms a con-
tiguous region. This is often achieved by reassigning iso-
lated pixels to the nearest large superpixel, ensuring spatial
coherence.

The simplicity of this approach makes it extremely easy to use
a single parameter that specifies the number of superpixels, and the
efficiency of the algorithm makes it very practical [28]. To implement
this, the cv.ximgproc.createSuperpixelSLIC() function is used, which is
part of the OpenCV library, a widely used library in the computer vision
community. The results of the superpixel generation step for both a
healthy and pathological case are presented later in the result Sec-
tion 3. The following parameters are used in our superpixel generation
approach:

1. image:
This parameter searches for the input image of interest on which
to perform superpixel generation/segmentation.

2. region_size:
This parameter controls the compactness and size of the super-
pixels in the algorithm’s initial clustering step. It is a purely
computational parameter and is measured in pixels, not real-
world units like millimeters or inches. This parameter defines the
average size of the superpixels. Smaller values result in smaller
superpixels, while larger values result in larger superpixels.
In many image processing tasks, professionals often opt for a
fixed region size for superpixels. However, our study faces a
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particular challenge due to the size variability within our input
images. Therefore, we took a more adaptable approach by tying
the region size to a ratio relative to the original image height.
This choice is supported by the observation that the image height
remains relatively stable even after cropping. Our decision to use
(13/375) x image_height as the region size is validated through
rigorous experimentation. We specifically tested this ratio with
both healthy and pathological cases and found that it effectively
captured our ROI. One might interpret it as follows: In the con-
text of an image with an approximate height of 375, a superpixel
size of 13 is considered an ideal choice for defining the size of
regions. Therefore, this dynamic approach to region size calcu-
lation offers flexibility between different image sizes, ensuring
that superpixel generation remains effective and adaptable. It
is worth noting that after applying this ratio-based approach to
all cases, we achieved an average region size of approximately
13.8345. This level of consistency underlines the reliability of
our initial approach.
3. Compactness Factor:

It is one of the other important parameters in our study that
plays a significant role in shaping the properties of the gener-
ated superpixels. When the compactness factor is set to a very
high value, the resulting superpixels tend to be extremely com-
pact, meaning they may not conform well to natural boundaries
within the image. On the other hand, when this value is small,
the superpixels are more closely aligned to the edges of the
image, but their sizes and shapes may become less regular and
uniform. In this specific study, we carefully selected a compact-
ness factor value of 10. This choice was made after our careful
experimentation and analysis. By setting the compactness factor
to 10, there is a balance between these two extremes. It allows
the generation of superpixels, which are not very compact,
to still maintain a strong adherence to the boundaries of the
underlying image. This careful selection allowed us to obtain a
segmentation result that aligns well with the natural form of the
image, achieving a balance between compactness and adherence
to boundaries.

Several superpixel generation algorithms exist including Normalized
cuts, Entropy Rate Superpixels (ERS), turbopixels method [30], mean-
shift [31], watersheds in digital space [32], Simple Linear Iterative
Clustering (SLIC) and g-SLIC algorithms, which address many require-
ments and outperform other state-of-the-art algorithms. In our study,
we have chosen the SLIC algorithm for superpixel generation due
to its efficiency in producing compact and uniform superpixels with
linear time complexity by limiting the search space around each cluster
center. SLIC balances color similarity and spatial proximity through a
controllable compactness parameter, resulting in contiguous and noise-
insensitive superpixels. Compared to other methods, SLIC is simpler
to implement and equally robust, making it ideal for various image-
processing tasks. Our choice of SLIC over other algorithms is also
supported by the literature [33-38], etc.

2.4.1. Background removal on SLIC-based coarse segmentation

Background removal is a widely used technique in the field of
image processing. Specifically, it is a critical preprocessing step in
SLIC-based medical image segmentation. It not only improves segmen-
tation accuracy but also improves computational efficiency, reduces
errors, and facilitates consistent and interpretable results. The quality of
background removal can also be affected by the complexity of the back-
ground, including any patterns, textures, and overlapping elements.
Complex backgrounds can be more difficult to remove and can produce
an uneven or inconsistent final product. In our study, this step is a
challenge due to the distinctive characteristics of our ROI, namely the
Achilles tendon located close to the contour of the leg or background.
The adjacency of this region to the image boundary introduced greater
complexity to the task.
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Furthermore, as illustrated in Fig. 6, different ankle MRI images
show a wide range of attributes at their edges. In some cases, a thin
layer of fatty tissue is present. Additionally, there were scenarios where
the boundary comprised predominantly fat, and in some other cases,
the boundary exhibited a lack of clear delineation. These multifaceted
scenarios made the simple application of conventional background
removal techniques impractical. Given these distinct conditions, it was
necessary to devise a more specialized and personalized approach to
effectively address this issue of background removal in the context of
our study. The steps involved in the background removal process of this
study are shown below:

1. Gaussian Blur: This step reduces noise and enhances the overall
image quality.

2. Grayscale Conversion: The image data is then converted to
grayscale. The data type is changed from int16 to uint8 to ensure
compatibility and appropriate representation for subsequent
steps.

3. Contrast Enhancement: Next, Contrast Limited Adaptive His-
togram Equalization (CLAHE) is applied to enhance the contrast
of the grayscale images. This step helps in making the image
details more prominent.

4. Thresholding: OpenCV’s binary thresholding technique, follow-
ing the OTSU method, is applied to contrast-enhanced images.
This operation is used to create a binary mask, which helps to
distinguish foreground from background regions.

5. Bitwise Operation: The binary mask obtained in the previous
step is used for a bitwise operation with the contrast-enhanced
image. This step effectively isolates the regions of interest while
suppressing the background.

6. Morphological Closing: Later, a morphological closing operation
is performed using a morphological ellipse. This step helps in
closing small gaps or holes in the foreground regions.

7. Morphological Dilation and Erosion: To further refine the binary
mask and ensure a clean separation between the foreground and
background, morphological dilation (iteration = 1) followed by
morphological erosion (iteration = 7) is applied. These oper-
ations help to smooth the edges and eliminate any remaining
artifacts.

Fig. 6. Cropped Images (Variations in boundaries).

The outcome of this step, displaying superpixels without back-
ground, for both a healthy case and a pathological case is presented
in the results Section 3, particularly in Figs. 12 and 11(a).
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2.5. Feature extraction

As illustrated in our workflow, our methodology involves extract-
ing radiomic features from the generated superpixels. Radiomics is
an emerging field of research that addresses the extraction of mine-
able high-dimensional data from medical images. Radiomics enables
the extraction of a significant number of quantitative characteris-
tics from standard-of-care images from modalities like CT, MRI, and
PE [39]. Leveraging the feature extractor provided by PyRadiomics
(an open-source Python package), a total of 94 radiomics features are
extracted [40] which are categorized into the following groups:

« First Order Statistics (19 Features): First-order radiomics features
are statistical measures that describe the distribution of pixel
intensities within a region of interest in an image. They include
metrics such as mean, median, standard deviation, skewness,
kurtosis, entropy, range, interquartile range etc.

Gray Level Co-occurrence Matrix (24 Features): This is a method
used to analyze the spatial relationships between pixel intensities
in an image. It generates a matrix that records how frequently
different pairs of pixel with specific values occur in a specified
spatial relationship (e.g., horizontally, vertically) within a region
of interest. From this matrix, 24 features are extracted, including
measures of contrast, correlation, energy, homogeneity, etc.
Gray Level Run Length Matrix (16 Features): These features are
used to analyze texture by evaluating the lengths of consec-
utive runs of pixels with the same intensity. It produces 16
features including measures like Short Run Emphasis which high-
lights the prevalence of short runs, and Long Run Emphasis
which focuses on longer runs. Other features include Gray Level
Non-Uniformity, Run Length Non-Uniformity, etc.

Gray Level Size Zone Matrix (16 Features): This is a radiomics
method used to describe the texture of an image by analyz-
ing the size of zones with uniform gray levels. It generates 16
features that include metrics such as Zone Percentage which
measures the proportion of zones of a certain size, and Gray Level
Non-Uniformity, which quantifies the variability in zone sizes
across different gray levels. Other features like Zone Size Non-
Uniformity and Small Zone Emphasis capture the distribution and
emphasis of various zone sizes.

Neighboring Gray Tone Difference Matrix (5 Features): This ra-
diomics method is used to characterize texture by assessing the
differences in gray tone values between neighboring pixels. It
calculates five key features: Coarseness, which measures the av-
erage size of the texture patterns; Contrast, which reflects the
variation in gray levels between neighboring pixels; Busyness,
indicating the frequency of gray tone changes; Complexity, which
captures the texture’s irregularity; and Strength, which quantifies
the intensity of texture patterns.

Gray Level Dependence Matrix (14 Features): These features are
used in texture analysis to describe the spatial relationship be-
tween pixels in an image. It captures how frequently certain gray
levels occur at specific distances and orientations relative to each
other.

2.5.1. Data standardization

Prior to feeding the features into classifiers, they are standardized
using StandardScaler from scikit-learn library [41]. First, we did fit and
transform the training data with StandardScaler class which calculated
and stored the mean and standard deviation. These computed statistics
are subsequently applied to the test data ensuring that it is standard-
ized on the same scale as the training data. This approach maintains
consistency and prevents data leakage.
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2.5.2. Motivation behind superpixel-based feature extraction

While convolutional neural networks (CNNs) are a common choice
for such segmentation tasks, our approach takes a different approach
by emphasizing the extraction of radiomic features from superpixels.
This choice is in line with our hypothesis, which is:

» Robustness: Superpixels group pixels with similar features, which
can make radiomic features more resistant to noise and small
variations in the image. CNN may be more sensitive to fine-
grained variations, which can lead to overfitting when dealing
with limited training data or noisy medical images.

Data Availability: Another big motivation was the amount of
data available. With many medical imaging applications, data is
limited, and acquiring labeled data to train deep learning mod-
els can be difficult. Radiomics, with its reduced dimensionality
and potentially more robust features, may require fewer labeled
samples for effective classification.

2.6. Approach 1: Superpixel-based features and random forest, support
vector machine classifiers

Our first approach for Achilles tendon segmentation is illustrated
in Fig. 7. After successfully performing the previous steps (creating
superpixels on cropped images and extracting radiomic features from
these superpixels), a classification task is performed using two different
classifiers (a Random Forest classifier and a Support Vector Machine)
to classify each superpixel. In this scenario, the input data for our
classifiers comes from the steps mentioned above, where the inputs
are radiomic features of these superpixels and their class labels. Any
superpixel/node belonging to our ground truth mask is labeled as a
tendon node, while those representing surrounding tissues are labeled
as a non-tendon node. These details are organized as a .csv file for each
image. As a result, for the total of 411 images (previously discussed
in 2.2.1), there are a total of 411 corresponding .csv files. Therefore,
by predicting whether a given superpixel or node falls into the label
category of the tendon class or not, the segmentation process for the
tendon region can be performed effectively.

2.6.1. Model training

During the implementation phase, the IDs of our 76 subjects are
shuffled and split, resulting in an approximate 80%-20% split. As a
result, there are 60 subjects in one group, called Dataset 1, and the
remaining 16 subjects in another group, called Dataset 2. All associated
MRI slices for each subject are then aggregated within their respective
groups. It produced 320 MRI slices/images in Dataset 1 and 91 images
in Dataset 2. This initial split is for training, validation, and final test-
ing. Dataset 1 is used exclusively for training and validation processes.
Dataset 1 contains a total of 30,219 superpixels/nodes while Dataset 2
contains a total of 8423 superpixels.

YA YA

ROL — Collection of

g ase iomi

) Radiomics

Achilles Tendon Cropping super-pixel features from
(MRI) generation

each super-pixel

Y
--

Approach

—

Computer Methods and Programs in Biomedicine 256 (2024) 108398

Dataset 1 is then used for training and validation via a leave-one-
group-out cross-validation method that employs both Random Forest
(RF) and Support Vector Machine (SVM) classifiers. Cross-validation is
a resampling technique utilized for the assessment of machine learning
models on a limited data sample. Leave-one-group-out cross-validation
(LOGOCYV) is a variation of the k-fold cross-validation technique used
in machine learning and statistical modeling. In LOGOCYV, instead of
splitting the data into k-folds as in traditional k-fold cross-validation,
the data is divided into groups or clusters, and each time one group
is left out as the validation set while the model is trained on the
remaining groups. RF classification, as an ensemble learning method
tailored for classification tasks, builds numerous decision trees during
training and produces a class prediction based on the mode of the
classes determined by the individual trees. On the other hand, SVM is a
powerful supervised machine learning algorithm used for classification
tasks. In the context of classification, SVM aims to find the optimal
hyperplane that separates data points of different classes with the
maximum margin. The hyperplane is defined as the decision boundary
that best separates the classes in the feature space.

Next, Dataset 2 is used for final testing using the 10 best-performing
models trained and validated in Dataset 1. During training, special
emphasis is placed on ensuring that superpixels/nodes derived from
an MRI slice and the same subject are exclusively assigned to the
training or validation phase, avoiding any partial assignment to both.
This means that each subject (all superpixels of all associated slices) is
used either for training or validation.

To implement our RF and SVM classifiers, the Scikit-learn library
is used, more specifically sklearn.ensemble.RandomForestClassifier and
sklearn.svm.SVC are used respectively where in both cases a balanced
class weight is used since we have data imbalance (most superpixels
fall into the non-tendon category rather than tendon superpixels). The
balanced mode uses the values of y to automatically adjust weights in-
versely proportional to class frequencies in the input data as n_samples
/ (n_classes * np.bincount(y)), and all other parameters are set to the
default values provided by the Scikit-learn library’s built-in packages
mentioned earlier.

2.7. Approach 2: Superpixel-based features and GCN-based node classifi-
cation

The workflow of our second approach for Achilles tendon segmen-
tation is depicted in Fig. 8, which is based on graph-based learning. In
graph-based datasets, entities (nodes) are connected by relationships
(edges), making them a natural representation of various real-world
scenarios. One of the most popular baseline graph neural network
models, the graph convolutional network (GCN), employs symmetric-
normalized aggregation as well as the self-loop update approach. This
approach was first outlined by [42] and has proved to be one of the
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Fig. 7. Approach 1, Superpixel-based features and RF, SVM classifiers.



Z. Khatun et al.

YA YA

: Collectionof | Approach ) (Classify whether EACH
RO SLIC-based EranS 2 Generating graph super-pixel/Node is a ROC (Receiver
Achilles Tendon Cropping super-pixel Tetuio (o from centroids TENDON or NOT) Operating
(MBD) generation each super-pixel and edge == Segmenting Achilles TP Characteristics)

Computer Methods and Programs in Biomedicine 256 (2024) 108398

connections

Tendon

Fig. 8. Approach 2, Superpixel-based features GCN-Based Node classifier.

most popular and effective baseline GNN architectures. Our approach
is also GCN-based, with the primary objective of node classification
ultimately leading to tendon segmentation.

2.7.1. Graph formation

Graph construction is the preliminary step of our second approach.
A graph G = (V, E) is defined by a set of nodes V' and a set of edges E
between these nodes. It is denoted that an edge going from node u € V'
to node v € V as (u,v) € E. A convenient way to represent graphs is
through an adjacency matrix A € RIVIXVI, To represent a graph with
an adjacency matrix, the nodes in the graph are ordered so that every
node indexes a particular row and column in the adjacency matrix. The
presence of edges is represented as entries in this matrix: A[u,v] = 1
if u,v) € E and Alu,v] = 0 otherwise. If the graph contains only
undirected edges, then A will be a symmetric matrix, but if the graph
is directed (i.e., edge direction matters), then A will not necessarily be
symmetric.

In our methodology, the process of creating these nodes and edges is
based on the coarse segmentation results obtained via the SLIC (Simple
Linear Iterative Clustering) algorithm. Each distinct superpixel gener-
ated by SLIC is treated as an independent node within the graph, while
edges are formed by connecting vertices associated with neighboring
superpixels, forming unweighted edges. After forming a graph for each
slice, the structure of the resulting graph resembles the representation
illustrated in Fig. 9.

As highlighted in the previous section on feature extraction, these
extracted radiomic features for each node within each image are sys-
tematically stored in a .csv file. Similarly, edge connections between
nodes are saved in a separate .csv file. This file containing the list of
edge connections is subsequently interpreted as an adjacency matrix.
In this format, the first dimension keeps track of the source node,
while the second dimension keeps track of the corresponding destina-
tion node. In summary, for each MRI slice, the following information
is extracted and stored: a .csv file containing radiomic features per
node/superpixel, another .csv file containing class labels per node, and
a separate .csv file including the list of edge connections between the
nodes.

2.7.2. Model training
After the graphs are generated, it resulted in a total of 411 graphs
from 76 subjects. They are divided in the same way as our previous

Fig. 9. Samples of Graphs.

approach (discussed in 2.6.1) which produced 60 subjects in Dataset
1 and their 320 graphs (from 320 MRI images) and the remaining 16
subjects in Dataset 2, which formed 91 graphs (from 92 MRI images).

In this phase, our node classification task is carried out through
the utilization of a two-layer GCN architecture, as shown in Fig. 10.
The adoption of this neural network architecture is motivated by the
graph-structured nature of our input data. As illustrated in Fig. 10,
a graph convolution operation is executed in the first layer, lever-
aging the node features and the edge connections among the nodes.
This operation is implemented using the GCNConv class from PyTorch
Geometric (PyG), a foundational component for Graph Convolutional
Networks. GCNConv receives two primary inputs: (1) The number of
input features for each node in the graph (input dim) and (2) The
number of output features for each node in the graph (output dim).
The input to this layer is a node feature matrix, and the output is
also a node feature matrix, essentially mapping features from the input
space to a new feature space. In the process of performing message
passing between neighboring nodes in the graph, GCNConv aggregates
information from these neighboring nodes to compute new features for
each node. This aggregation is carried out by calculating a weighted
sum of the features associated with the neighboring nodes, and the
weights are learned during the training process. Notably, GCNConv
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Fig. 10. Model Architecture.

incorporates a normalization step as part of the aggregation procedure,
scaling the aggregated information in proportion to the inverse of
each node’s degree. This normalization aids in ensuring that nodes
with varying degrees contribute equally. Subsequently, a linear trans-
formation is applied to the aggregated information, with GCNConv
featuring learnable parameters, including weight matrices for linear
transformations and normalization coefficients. These parameters are
adjusted and optimized during the model’s training phase.

Here, node features are the radiomics features extracted from each
superpixel. A is the adjacency matrix of the graph.

A=D2AD
is the normalized adjacency matrix, where A = A + I, T is the identity
matrix, D; = ¥, A;; represents the degree of the node i.

To further enhance the model’s stability and expedite the training
process, a layer of batch normalization is employed, which acts as a
standard regularization technique frequently utilized in deep neural
networks. Following batch normalization, the Rectified Linear Unit
(ReLU) is employed as the activation function. ReLU is a widely used
activation function in deep learning models, defined as ReLU(x) =
max(0, x), effectively replacing negative values with zeros while pre-
serving positive values. This introduces non-linearity into the model,
enabling it to capture complex, non-linear relationships within the
data. This non-linearity aids in the model’s ability to identify and
propagate information relevant to the node classification task while
suppressing extraneous data. Additionally, the utilization of ReLU helps
in mitigating the vanishing gradient problem and contributes to faster
convergence during training.

Furthermore, a dropout layer is introduced as a form of regular-
ization within our network. The torch.nn.Dropout module is utilized,
which automatically applies dropout during training, but refrains from
doing so during the model’s inference phase. This behavior is governed
by the self.training attribute. In our training regimen, a dropout rate of
0.5 is specified.

The previously described block is reused, constituting what is re-
ferred to as the 2-layer GCN mode. Finally, a sigmoid layer is employed
in the final layer, which is particularly well-suited for binary classifi-
cation tasks requiring a decision between two classes, such as 0 or 1.
The sigmoid layer compresses the model’s output into a range between
0 and 1, representing the probability of belonging to the positive class.

Once the model is defined, it is trained and validated in a leave-
one-group-out cross-validation fashion (similar to approach 1). It means
that in our setup, in each run, training on all graphs except one subject’s
graphs is discarded for validation. Through this iterative process, the
model is systematically assessed on distinct data subsets, facilitating
a more dependable performance estimation and mitigating the risk of
overfitting.

For the sake of the model optimization process, the Adam optimizer
is used, which is a widely adopted algorithm for training neural net-
works. Adam is known for its adaptability in adjusting the learning
rate during training, drawing from the strengths of both the AdaGrad
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and RMSprop optimizers. An optimizer is a function or an algorithm
that adjusts the attributes of the neural network, such as weights and
learning rates. Thus, it helps in reducing the overall loss and improving
accuracy. Two critical parameters are provided to the optimizer: (1)
learning rate, a hyperparameter, that regulates the size of the op-
timization steps taken throughout the training process. It influences
the pace at which the optimizer refines the model’s parameters based
on the gradients of the loss function, (2) Another input parameter is
weight decay, which serves as a regularization hyperparameter. This
feature introduces L2 regularization, commonly referred to as weight
decay, into the optimization procedure. Weight decay introduces a
penalty term in the loss function, depending on the magnitude of the
model’s parameters. This penalty encourages smaller parameter values
and serves as a preventive measure against overfitting.

The loss function used in our approach is called BCEWithLogitsLoss
(imported from torch.nn), which stands for Binary Cross-Entropy Loss
with Logits, and it is used in binary classification tasks. BCEWith-
LogitsLoss allows different weights for positive and negative exam-
ples. This feature is especially useful when dealing with imbalanced
datasets, where one class contains significantly more samples than
the other. Since our problem contains node imbalance (most nodes
are non-tendon nodes, while a smaller amount of tendon nodes).
In our implementation, assigning distinct weights to positive and
negative examples in binary classification tasks is achieved using a
parameter known as pos_weight. This parameter represents a scalar
value that determines the relative significance of the positive class
(class 1) compared to the negative class (class 0) when calculating the
loss. The following hyperparameters are used in our model training:
epochs = 100, batch_size = 32, dropout_rate = 0.5, optimier = ADAM,
learning rate = 0.01, weight decay = 5e—4, loss_function = BCEWith-
LogitsLoss. All other parameters are set to their default values as
provided by the built-in packages of the associated libraries mentioned
earlier.

3. Results

Fig. 11(a) provides a visual representation of the generated super-
pixels, incorporating background for a comprehensive understanding.
The importance of the final superpixel segmentation (after background
removal) becomes clear in the later stages of our analysis, as demon-
strated in Figs. 12 and 11(b). This critical phase plays a fundamen-
tal role in the overall process, serving as the basis for subsequent
feature extraction. Carefully delineating superpixels containing only
foreground regions sets the stage for training our model, as subsequent
features are extracted from them. These extracted features are key
to training our model to distinguish between tendon and non-tendon
attributes.

To evaluate the performance of our tendon segmentation (via node
classification), the Receiver Operating Characteristics: Area Under the
Curve (ROC-AUC) is used as a performance metric. It is a valuable
evaluation metric in certain situations due to its ability to provide
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(b) Superpixels without image background

Fig. 11. Comparison of superpixels with and without image background.
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Fig. 12.

insights into the performance of a classification model, especially in
binary classification problems. AUC represents the degree or measure
of separability. It tells how much the model is capable of distinguishing
between classes. The higher the AUC, the better the model is at predict-
ing 0 as 0 and 1 as 1. Another advantage is the data imbalance, which
is the biggest motivation in our study for choosing this evaluation
metric. When dealing with imbalanced datasets where one class signif-
icantly outperforms the other, precision can be misleading. ROC-AUC
takes into account the trade-off between true positive rate and false
positive rate and is less affected by class imbalance. Being a threshold-
independent evaluation metric, AUC offers a more balanced assessment
of model performance. On the other hand, sensitivity measures the
proportion of true positive cases correctly identified by a classification
model. These two metrics are also widely used as evaluation metrics for
binary classification tasks with data imbalances. Additionally, we used
specificity and balanced accuracy as other metrics. Specificity assesses
the proportion of true negatives correctly identified by the model, while
balanced accuracy is the simple average of sensitivity and specificity
which offers a more comprehensive evaluation by considering both true
positives and true negatives.

Vertices/Nodes, crop_P3_8
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Superpixels of a pathological subject.

3.0.1. Performance of approach 1 (Superpixel-based features and RF, SVM
classifiers)

Since our segmentation task is achieved through superpixel clas-
sification, we have selected the Area Under the ROC Curve (AUC)
as our evaluation metric to assess classification performance. This
metric ultimately reflects the effectiveness of our tendon segmentation
module. AUC score serves as a vital evaluation metric to evaluate
the performance of our RF and SVM classifiers, which are built on
our superpixel-based coarse segmentation method. This metric pro-
vides a comprehensive view of the classifier’s ability to discriminate
between positive (tendon) and negative (non-tendon) instances within
our dataset. Additionally, sensitivity, specificity, and balanced accuracy
(the average of sensitivity and specificity) are emphasized as alternative
evaluation metrics.

To ensure the robustness and reliability of our evaluation, a leave-
one-group-out cross-validation procedure is used to train and evaluate
the model on Dataset 1. The average scores of all evaluation metrics
are shown in Table 1. In addition to the leave-one-group-out cross-
validation performance, the performance of the classifiers on the test
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Table 1
Evaluation metrics for superpixel classification/tendon segmentation.
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Model name Training and Validation (on Dataset 1)

Test (on Dataset 2)

AUC Sensitivity Specificity Balanced Acc. AUC Sensitivity Specificity Balanced Acc.
Random forest 0.984 0.871 0.983 0.927 0.992 0.904 0.975 0.939
Support vector machine 0.983 0.943 0.940 0.942 0.987 0.966 0.941 0.953
GCN 0.922 0.879 0.896 0.888 0.933 0.899 0.902 0.901

data (Dataset 2) using the top 10 models from the training phase,
the average scores of evaluation metrics are reported in Table 1.
This provides insight into the model’s performance on unseen and
out-of-sample data, which is valuable for evaluating its real-world ap-
plicability and generalization beyond the training dataset. Combining
the cross-validation results and performance of test data offers a com-
prehensive evaluation of the effectiveness of the RF and SVM classifier-
based node classification in our Achilles tendon segmentation task.

3.0.2. Performance of approach 2 (Superpixel-based features and GCN-
based node classification)

To conduct a performance analysis comparable to Approach 1, the
AUC score is used as the evaluation metric for the model. Both the AUC
score, sensitivity, specificity, and balanced accurracy on Dataset 1 are
shown in Table 1. Using a similar setup, the top 10 best models (based
on AUC score) from the training phase are used for the final prediction
of the test data (Dataset 2). The mean scores of all the evaluation
metrics are recorded in Table 1.

4. Discussion

The results outlined in the performance evaluation underscore the
effectiveness of our both approaches in tendon segmentation, especially
in the area of node classification.

As demonstrated in Figs. 12 and 11(b), for superpixel generation,
our technique consistently shows good performance in accurately de-
lineating regions of interest in both healthy and pathological cases. In
particular, our configured superpixel generation parameters produce
segmentation results that align perfectly with the intrinsic structure
of the image. This result attests to the effectiveness of our approach
in finding a harmonious balance between compactness and adher-
ence to boundaries. This optimized balance is especially crucial when
dealing with diverse datasets that include both healthy and patho-
logical instances, demonstrating the versatility and robustness of our
methodology in capturing different ROIs.

Our first approach which uses Random Forest (RF) and Support Vec-
tor Machine (SVM) classifiers for node classification while exploiting
superpixel-derived radiomic features shows notable levels of perfor-
mance. Both RF and SVM classifiers are well established for their
effectiveness and have been widely applied in various classification
tasks. Recent studies have leveraged these classifiers in several con-
texts, including using RF with GLRLMS feature extraction to achieve
maximum classification accuracy in identifying the severity of COVID-
19 [43], its application in the classification of MRI-based brain tumors
with superior accuracy [44], use of RF and SVM classifiers in breast
cancer detection [45], among other notable applications. Being inspired
by the continued success of these methodologies, our approach in-
corporated both RF and SVM-based classifiers paired with superpixel
generation. The results (see Table 1) highlight the robust capabilities
of RF-based and SVM-based classifiers when coupled with superpixel
generation, shedding light on the potential effectiveness of such seg-
mentation approaches within our research domain. Notably, the AUC
scores obtained from both classification configurations on our test
data are 0.992 and 0.987 for RF and SVM, respectively. While the
RF classifier has a slightly higher AUC, SVM demonstrates superior
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sensitivity performance. Another observation is that SVM shows the
highest sensitivity across both datasets, which highlights its effective-
ness in accurately identifying positive instances (the tendon class).
This high sensitivity is particularly crucial for our study, as accurately
detecting the tendon class is more important than achieving the high-
est specificity, which is the strength of the Random Forest classifier.
Additionally, SVM outperforms the Random Forest classifier in terms
of balanced accuracy on both datasets. This further underscores the
superior performance of the SVM classifier over RF. When evaluating
AUC and balanced accuracy, it is crucial to understand that they
measure different aspects of model performance and are not directly
comparable. Balanced accuracy is determined at a specific threshold,
which may not be optimal for every model. Therefore, when the
chosen threshold (the default of 0.5) is not ideal, balanced accuracy
may be lower than AUC. This seems to be the case here, where the
default threshold resulted in a lower balanced accuracy. In contrast,
AUC assesses performance across all possible thresholds, providing a
more comprehensive view of the model’s ability to distinguish between
tendon and non-tendon classes. This broader perspective explains why
AUC shows slightly higher value and aligns better with our metrics of
interest. Overall, depending on the specific point of interest, both RF
and SVM performed equally well in our study.

In contrast, our second approach (graph-based approach) also
demonstrates promising performance. This approach leverages a versa-
tile graph structure, coupled with the generation of superpixels. On our
test data, this approach achieved an AUC of 0.933, with a sensitivity of
0.899, a specificity of 0.902, and a balanced accuracy of 0.901. While
these metrics are slightly lower compared to the performance of RF
and SVM-based experiments, they still indicate potent performance.
These results lead to two key observations. First, as a standalone model
the graph-based approach performs well. However, when compared
to non-graph-based models, its performance appears relatively lower.
This discrepancy seems to be attributed to the limited amount of avail-
able data. Deep learning-based models typically require a substantial
amount of data for effective training, and with only 76 unique subjects
in our dataset, the potential of the graph-based approach may not have
been fully realized. Initially, we hypothesized that the incorporation
of coarse segmentation would enhance the performance of the graph-
based final classification. However, this approach did not outperform
the non-graph-based models, suggesting that further exploration is
needed. This is addressed in the future work section.

To our knowledge, our study is among the first in the field of
Achilles tendon segmentation which makes direct comparisons with
other state-of-the-art methods challenging. Alzyadat et al. [46] con-
ducted automatic segmentation of Achilles tendon using deep CNN.
They used datasets of 3708 for training and 2472 for validation.
Their approach involved ensembling different networks for the final
segmentation. Due to the differences in their methodology and the
amount of data used, direct performance comparison with our study is
not feasible. A very recent study [47] conducted tendon segmentation
on ultrasound images using gray-level co-occurrence matrix features
and hidden Gaussian Markov random fields. The primary aim was
to provide a quantitative and automated method for detecting po-
tential structural changes in tendinopathy. As with previous studies,
the objectives, methodologies, and data differ from those used in our
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research. Within the domain of medical image segmentation, there is
a very recent study that has focused on the segmentation of diverse
anatomical structures in medical images. Known as MedSAM [48],
it is a deep learning-powered foundation model. It is trained on a
large-scale dataset of over one million image-mask pairs. The network
utilized in MedSAM was built on a transformer architecture. Notably,
the study underscores the significance of the training dataset size in
determining final performance metrics. Moreover, considerations such
as data modality, data quality, and regions of interest are also some
of the crucial factors when comparing the performances of different
segmentation models.

A key limitation of this study is the small dataset, which may have
constrained the performance of our GCN-based approach compared
to traditional machine learning models, as deep learning methods
generally require larger datasets. Additionally, the diversity within the
dataset made it challenging to optimize background removal, possibly
necessitating further adjustments for varying data. Another limitation
is that our pipeline is trained and tested on cropped data, which
may not fully address the challenges of applying the approach to
full-scale images, highlighting an area for future research. Moreover,
since superpixels define the ROI, different images or ROIs will require
adjustments to the superpixel generation parameters. Finally, being one
of the pioneering efforts in Achilles tendon segmentation, our study
had limited opportunities for direct comparison with state-of-the-art
methods.

5. Conclusion and future work

Our proposed module for tendon segmentation has demonstrated
its effectiveness through the utilization of superpixel generation as a
coarse segmentation step preceding the final segmentation task. This
approach formulates the segmentation task as a superpixel classifi-
cation problem, aiming to classify each superpixel as either tendon
or non-tendon. The primary motivation behind using superpixel-based
coarse segmentation was to address the fact of traditional neural net-
works, which must simultaneously learn both lower-level and higher-
level information within the same architecture. By grouping similar
pixels, this method simplifies the image, reduces complexity, preserves
boundary information, and integrates higher-level features, leading to
more accurate and robust segmentation results.

In terms of contribution, our proposed tendon segmentation mod-
ule delivered impressive results across several key metrics. The good
performance is strengthened by computationally efficient superpixel
generation, which streamlines image processing without compromising
precision. Additionally, the versatile nature of our module implies this
through its multiple approaches (both traditional machine learning
and GCN-based approaches). This flexibility empowers users to choose
the method that best aligns with the computational resources, over-
all setups, and data properties. Finally, our generalizable framework
which is built on robust principles and modular design, holds excit-
ing potential for adaptation to various medical imaging tasks beyond
tendon segmentation. Overall, this module’s combination of high per-
formance, versatility, and generalizability positions it as a valuable tool
for advancing medical image analysis.

To further refine our module, future work will involve exploring its
performance on larger and more diverse datasets to solidify its gener-
alizability and robustness. Another area for exploration could include
working with full-scale images instead of cropped data. Incorporation
of additional features such as demographic-related or pain-level data
can be another edition. Additionally, investigating more advanced
graph network architecture holds promise for potentially boosting per-
formance and capturing intricate tendon-related features. Ultimately,
integrating this segmentation module into clinical workflows for ten-
don pathology diagnosis, treatment planning, and outcome assessment
represents a crucial step toward its real-world impact on improving
patient care. In conclusion, our research introduces a new methodology
and valuable insights into segmentation, paving the way for improved
understanding and diagnosis of tendon-related pathologies.
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