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Abstract
Motivation: Transcriptomic data can be used to describe the mechanism of action (MOA) of a chemical compound. However, omics data tend
to be complex and prone to noise, making the comparison of different datasets challenging. Often, transcriptomic profiles are compared at the
level of individual gene expression values, or sets of differentially expressed genes. Such approaches can suffer from underlying technical and bi-
ological variance, such as the biological system exposed on or the machine/method used to measure gene expression data, technical errors and
further neglect the relationships between the genes. We propose a network mapping approach for knowledge-driven comparison of transcrip-
tomic profiles (KNeMAP), which combines genes into similarity groups based on multiple levels of prior information, hence adding a higher-level
view onto the individual gene view. When comparing KNeMAP with fold change (expression) based and deregulated gene set-based methods,
KNeMAP was able to group compounds with higher accuracy with respect to prior information as well as is less prone to noise corrupted data.

Result: We applied KNeMAP to analyze the Connectivity Map dataset, where the gene expression changes of three cell lines were analyzed af-
ter treatment with 676 drugs as well as the Fortino et al. dataset where two cell lines with 31 nanomaterials were analyzed. Although the expres-
sion profiles across the biological systems are highly different, KNeMAP was able to identify sets of compounds that induce similar molecular
responses when exposed on the same biological system.

Availability and implementation: Relevant data and the KNeMAP function is available at: https://github.com/fhaive/KNeMAP and 10.5281/
zenodo.7334711.

1 Introduction

A fundamental challenge in compound safety and efficacy as-
sessment is to understand the multi-scale mechanistic effects
that compounds have on genes, cells, tissues, and organisms.
Toxicogenomics approaches can be used to characterize the
mechanism of action (MOA) of a compound (Gao et al.
2021), through the use of transcriptomics (Federico et al.
2020, Kinaret et al. 2020b, Serra et al. 2020). In addition, the
comparison of molecular alteration profiles allows to identify
similarities between phenotypic entities and to make conclu-
sions about possible phenotypic changes of an exposure
(Kinaret et al. 2020b). Transcriptomics data are complex and
prone to technical and biological variability and noise (Raser
and O’Shea 2005, Freytag et al. 2015, Federico et al. 2020,
Fratello et al. 2022). Therefore many variables need to be

considered when comparing expression profiles, especially
coming from different datasets or (biological) systems.

Methods to compare gene expression or gene expression al-
teration profiles aim to analyze lists of genes ordered by their
expression levels as measured by DNA microarrays or RNA
sequencing (Federico et al. 2020, Kinaret et al. 2020b). A
common metric used for this is the correlation (Freytag et al.
2015, Serra et al. 2018, Serra et al. 2020). Differential analy-
sis or the comparison of deregulated genes is another method,
where the affected genes are compared with respect to a con-
trol, instead of using the expression values directly (Marwah
et al. 2019, Federico et al. 2020). In this case, the lists of
deregulated genes are directly compared to highlight differen-
ces and commonalities. Alternatively their functional profiles
are compared through pathway enrichment (Federico et al.
2020, Serra et al. 2022b).
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The approach suggested in this study, a network mapping
approach for knowledge-driven comparison of transcriptomic
profiles (KNeMAP), builds on the assumption that genes can
be grouped together based on higher level classifications, such
as functions, processes or evolutionary origin. Therefore the
individual gene view is replaced by a “similar gene” view,
where instead of considering genes individually, a set of genes
are grouped together based on multi-level prior knowledge.
This gene grouping is used to create a feature vector for each
experimental instance, which can be used in downstream
analysis, such as clustering or machine learning (ML) applica-
tions, where often a numeric feature vector is needed as input
(Serra et al. 2020, Fratello et al. 2022). This is in contrast to
many functional enrichment applications, where individual
pathway names are returned, that cannot be directly provided
as input to such downstream ML applications.

In addition since KNeMAP is prior knowledge dependent,
new feature vectors can be computed for new data, without
the need to re-process existing data, since the feature vectors
as long as computed from the same prior knowledge are com-
parable between each other. For the same reason it is also
possible to compare exposure fingerprints via KNeMAP
across datasets. Another difference to traditional functional
enrichment is that we define gene similarity as multi-view,
across multiple different data layers, capturing functional, in-
teractional, and associational gene (product) similarities.

Here, we showcase the effectiveness of the KNeMAP
method by applying it on the CMap (Lamb et al. 2006) data-
set to compare the transcriptomic profiles of drugs across
three different cell lines (biological systems), as well as the
Fortino et al. (2022) dataset to compare the transcriptomic
profiles of engineered nanomaterials (ENMs) across two dif-
ferent human cell lines. In addition, we compare the CMap
(Lamb et al. 2006) and Fortino et al. data with each other to
identify for each ENM, the drug that shows the most similar
transcriptomic alterations across all biological systems. We
also compare our method with three other approaches based
on correlation of the gene expression fold changes (in com-
parison to the control gene expression), gene deregulation
analysis as well as a Gene Set Enrichment Analysis (GSEA)-
based methodology (Subramanian et al. 2005, Iorio et al.
2010).

2 Materials and methods
2.1 Data collection and prior network

In order to investigate the difference between the transcrip-
tomic alterations induced by small molecules on different bio-
logical systems, we downloaded microarray data including a
set of compounds, tested on different systems (Fig. 1A), as de-
scribed in Lamb et al. (2006) (CMap) and as described in
Fortino et al. (2022). The processing of the data is described
in the Supplementary Materials (Methods—Collection of
Expression Data and Pre-Processing).

2.1.1 Prior network creation and community detection

In order to build a robust gene network, we collected multiple
data layers and datasets, covering different aspects of a gene’s
function, relationships, and structure (Fig. 1A). By combining
these data, we created a weighted network that captures mul-
tiple views of “gene similarity.” For example two genes can
be considered as similar, based on their structural or ancestral
similarities, on their functional similarities (e.g. takes part in

the same pathway) or on a higher level, such as that genes are
associated with the same or closely related phenotypes. A sim-
ilar approach is applied in multi-omics, where data from dif-
ferent omics technologies are combined in order to generate a
more complete view of the analyzed data (Serra et al. 2015,
Rappoport and Shamir 2018, Mitra et al. 2020). The data
used to create the prior network is described in the
Supplementary Materials (Methods—Prior Network Data
Collection). Which has been integrated into a Knowledge
Graph framework (Pavel et al. 2022), the Unified Knowledge
Space (UKS), which has been previously described in Pavel
et al. (2021a,b) and Federico et al. (2022).

2.1.1.1 Prior network

For each of the data types collected (Paralog, Homolog,
Protein Family, Protein Sub-Family, Chemical associations,
Disease associations, Pathways, Biological Process, Molecular
Function, Cellular Component, PPI) a single gene–gene simi-
larity network was created (Fig. 1B1). For data representing
gene–gene edges in the UKS, such as contained in the protein–
protein interaction layer a gene–gene similarity network was
constructed by retrieving the interactions and assigning as
weights the number of data sources supporting this edge. This
approach of unifying gene networks has already proven to be
effective, as described in Pavel et al. (2021a,b). The other type
of data, representing gene–entity edges, such as gene–disease
associations or gene–pathway associations were converted
into a gene–gene similarity network. Here an edge represents
two genes that are associated with the same entity (e.g. a dis-
ease) and the edge weight represents how many shared entities

Figure 1. Description of the proposed methodology. (A) The collection

and pre-processing of the gene expression data. The values are sorted by

their 6logFC * �log(Pval) (FCP) values. In addition, different layers of

gene (product) information are collected, such as protein family, homolog,

protein-protein interaction (PPI) information as well as associations to

phenotypes, compounds, and gene ontology (GO) (The Gene Ontology

Consortium 2021) terms. (B) The individual gene (product) information

data types are converted into gene–gene similarity networks (1). The

individual networks are merged into a single weighted gene–gene

similarity network, the prior network (2). (C) The prior network is

partitioned into communities. (D) For each exposure a feature vector is

created. The gene expression data are filtered to only include genes

contained in the prior network (1). The genes are sorted by their up/down

regulation and the top (up-regulated) and bottom (down-regulated) 100

genes are selected (2). These 200 genes are mapped onto the prior

network partitions (communities). For each exposure a feature vector is

created, whose length is equal to the number of detected communities

and its values indicate the fraction of the most affected 200 genes falling

into each community (3). (E) The feature vectors are used to cluster the

compounds for each biological system. (F) The clusters are compared

between the biological systems, via a jaccard index.
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the pair of genes has, similarly to the approach described in
Federico et al. (2022). After the individual gene similarity net-
works were created, their edge weights were scaled to be in
(0,1), where a value close to 1 represents a strong similarity
and a value close to 0 represents a weak similarity. This was
performed in order to merge the individual networks into a
combined gene similarity network. The individual networks
were merged in a hierarchical, data-driven fashion. First the
individual networks edge similarity was assessed, based on a
combined distance on their binary edges. The aim was to first
merge data layers, which span similar areas, therefore it was
only considered if an edge is present or not and not their com-
puted edge weights, which are first considered in the merging
process. The combined distance was created by summing the
jaccard distance matrix, the SMC (Simple Matching
Coefficient, also known as Rand similarity) distance matrix
and a distance matrix computed from the percentage of
shared edges (1-fraction of shared edges) (Pavel et al.
2021a,b). All three distance matrices were weighted equally
and the resulting distance matrix was scaled to be in (0,1).
On this combined matrix, hierarchical clustering was per-
formed with scipy.cluster.hierarchy.linkage(method¼“ward”)
(Virtanen et al. 2020), resulting in three main clusters as
shown in Supplementary Fig. S1. The networks in the individ-
ual clusters were merged first, in such a way that their individ-
ual edge weights were scaled to all have the same median
value and then were added up, a similar approach has been
applied in Federico et al. (2022). After this was performed for
all three clusters the process was repeated for the resulting
three new gene similarity networks in order to create one sin-
gle combined gene similarity network (Fig. 1B2), whose val-
ues were again scaled to be in (0,1). The final created network
consisted of 22 316 nodes and 213 784 257 edges, which cor-
responds to a network density of 0.86. The prior network is
available at 10.5281/zenodo.7334711.

On the so created weighted gene similarity network
community detection was performed (Fig. 1C) with
volta.communities.agglomerative(distance_threshold¼0.5)

(Pavel et al. 2021a,b), which performs agglomerative cluster-
ing on the networks adjacency matrix using its edge weights
(similarities). In order to identify genes that are highly similar
in different data layers but not to generate large groups of
genes, we aimed at a community distribution of many small-
scale communities. In comparison to other community detec-
tion algorithms available in VOLTA (Pavel et al. 2021a,b),
volta.communities.agglomerative() showed a partitioning
closest to the desired community distribution. The final net-
work partitioning consisted of 1466 communities with a
mean size of 15.2 genes per community. The network parti-
tioning is available at https://github.com/fhaive/KNeMAP/
tree/main/data.

2.2 Feature vector creation

The MOA of a compound can be defined as the list of most
deregulated genes (Federico et al. 2020, Serra et al. 2022b).
Thus, KNeMAP compares the drug induced transcriptomic
alterations by means of a feature vector, capturing the similar-
ity (gene groups on the prior network) between the most
deregulated genes. Additionally, in previous analysis of the
CMap dataset, it has been suggested that a subset of affected
genes is enough to describe the data instance (biological sys-
tem þ exposure) (Struckmann et al. 2021). For each data in-
stance, the genes are sorted by their FCP (6logFC *
�log(Pval)) score. The top 100 most positive deregulated
genes and the top 100 most negative deregulated genes
(Fig. 1D2), which are represented in the created gene similar-
ity network (Fig. 1D1), were selected. Supplementary Figure
S4 outlines the correlation and distance between feature vec-
tors for different gene set sizes in combination with the vari-
ability of these values. The selected genes were mapped onto
the computed communities of the prior network and for each
community the fraction of the 200 genes falling into that com-
munity were estimated. Based on these fractions, a feature
vector for each data instance was generated, where each bit
position describes a community and its value indicates the dis-
tribution of most deregulated genes across them (Fig. 1D3).
The script to compute the vectors is available at https://
github.com/fhaive/KNeMAP.

2.3 Similarity of the exposures based on the

deregulated genes in a binary feature vector

To compare the KNeMAP method, to a commonly used gene-
based method (Scala et al. 2018, Kinaret et al. 2020a,
Saarimäki et al. 2020, Kinaret et al. 2021, Serra et al. 2022a),
a binary gene vector (BDG) for each data instance was cre-
ated. To create this vector, the same 200 genes for each in-
stance, as used in the KNeMAP feature vector, were selected.
In a gene wide vector (11 868 genes were measured) a value
of 1 was set if the corresponding gene at this position is in the
set of 200 most deregulated genes of that specific data in-
stance, else a value of 0 was set.

2.4 Similarity of the exposures based on the FCP

values in a FCP feature vector

We also compared KNeMAP to a vector making use of all
gene FCP values of all common measured genes. For each
compound exposure on each system, the gene FCP values
were collected into a feature vector (FC). A clustermap
(Supplementary Fig. S2A), indicating similarities between
sample pairs was computed with seaborns (Waskom et al.
2018) clustermap(method¼“ward,” metric¼“euclidean”). In

Figure 2. Median cosine distance between KNeMAP, BDG, GSEA, and

FC-based vectors with increased levels of added noise to the gene

expression values as well as the selected deregulated genes. (A) Shows

the median performance across both dataset for increasingly added noise.

(B) Shows the median performance across both datasets for increased

perturbation noise added to the top 200 selected most deregulated

genes. The cosine distance between the vectors was computed from the

gene expression data with different noise levels or the set of selected

deregulated genes and the baseline (noise¼ 0). The noise levels are on

the x-axis, the mean cosine distance on the y-axis. The stars are indicators

of the KNeMAP line, used to improve inclusivity of the figure.

KNeMAP 3

D
ow

nloaded from
 https://academ

ic.oup.com
/bioinform

atics/article/39/6/btad341/7177990 by Landspitali U
niversity H

ospitals user on 14 August 2023

https://academic.oup.com/bioinformatics/article-lookup/doi/10.1093/bioinformatics/btad341#supplementary-data
https://github.com/fhaive/KNeMAP/tree/main/data
https://github.com/fhaive/KNeMAP/tree/main/data
https://academic.oup.com/bioinformatics/article-lookup/doi/10.1093/bioinformatics/btad341#supplementary-data
https://academic.oup.com/bioinformatics/article-lookup/doi/10.1093/bioinformatics/btad341#supplementary-data
https://github.com/fhaive/KNeMAP
https://github.com/fhaive/KNeMAP
https://academic.oup.com/bioinformatics/article-lookup/doi/10.1093/bioinformatics/btad341#supplementary-data


addition, the Pearson correlation between all pairwise sam-
ples of two biological systems were computed and are dis-
played in Supplementary Fig. S2B. These two plots show the
correlation between instances based on the gene expression
fold changes.

2.5 Similarity of the exposures based on the GSEA

values in a GSEA feature vector

As a third comparison we selected a GSEA (Subramanian
et al. 2005)-based comparison for KNeMAP, as a more com-
plex and computationally expensive methodology. This ap-
proach is in accordance with the method selected by Iorio
et al. (2010), who used this metric to compute distances be-
tween compounds on the CMap dataset. Since KNeMAP,
FCP, and BDG are all vectors to describe the alteration profile
of a compound on a specific biological system, we computed
a GSEA-based vector to describe a compound exposure. For
each compound the same top 200 most deregulated genes
were selected and used in a GSEA to map against the ranked
gene lists (by their FCP) of all the other compounds in a bio-
logical system. The GSEA was computed with the blitzGSEA
python package (Lachmann et al. 2022). The enrichment P-
values were used to create a feature vector that describes the
enrichment of a compound with respect to all other com-
pounds exposed on the same biological system.

2.6 Method comparison
2.6.1 Comparing compound similarities to prior knowledge

To evaluate KNeMAP’s performance to other methods, we
compared the numerical correlations and similarities based on
their distributions as well as with respect to both functional
and structural prior knowledge. In addition, we investigated
how susceptible to added noise the four methods are. A com-
parison between KNeMAP, the BDG vectors, the GSEA vec-
tors as well as the FC vectors was performed. The pairwise
Pearson correlations and Cosine distances on all three biologi-
cal systems were computed and their distributions set side by
side.

In addition, we compared the four methods based on their
ability to identify functional similar compounds. Since the bi-
ological system can have a strong impact on the gene expres-
sion profiles (Mullard 2018), we focused on identifying
similarities on the same biological system rather than between
them in order to minimize system dependent biases towards
our validation. Our method validation is based on the as-
sumption that drugs with a similar effect should be more simi-
lar in their feature vectors than other drugs on the same
biological system. In order to describe compound similarity
we retrieved ATC (Anatomical Therapeutic Chemical) codes,
where possible for compounds in the CMap dataset. ATC
codes are unique identifiers assigned to a drug, which is based
on the organ it affects as well as how it works. Where the first
level describes its anatomical group, the second a drugs thera-
peutic group, the third level its pharmacological group, the
fourth a drug’s chemical group and the last level its chemical
substance (https://www.whocc.no/atc_ddd_index/). For 312
drugs respective ATC codes could be retrieved
(Supplementary File S1). We used the Pearson correlation to
compare the two vectors, as suggested by (Struckmann et al.
2021), where it was shown to be the highest performing met-
rics (out of 26) on the L1000 datasets (CMap 2)
(Subramanian et al. 2017) in identifying the same chemical
across different exposures, which vary in system exposed on

or dosage used. To adjust the method to our data, where we
only have one exposure of a compound for each biological
system, we used the ATC classes to group compounds to-
gether. For each compound, c, the other compounds were
ranked by their similarity to c, based on the four different fea-
ture vectors (KNeMAP, BDG, GSEA, and FC), and the top x
(ranging from 1 to the number of compounds for which an
ATC code could be retrieved) compounds were selected. Then
it was counted how often compounds with the same ATC
Code Class (Level 3) were in the top x. This value was divided
by the total number of the ATC class in the dataset, in order
to limit biases through more represented ATC classes. For
each x all values for each c were summed up and displayed in
Supplementary Fig. S5. To compare how the methods per-
formed, not only for a specific biological system, we com-
puted the mean for each method across all three biological
systems. This allows us to evaluate which method shows the
“best” performance on average. The average performance is
displayed in Supplementary Fig. S5D. The best performing
method is determined by comparing their area under the
curve (AUC) scores, where the highest AUC score indicates
the best performance. For the NANOSOLUTION data the
same metric was performed, however instead of using ATC
codes, the core material as well as the ENM shape were used
as shown in Supplementary Fig. S9.

In addition, we computed the similarity (based on
KNeMAP, the BDG vectors, the GSEA vectors, and the FC
vectors) between each compound pair, ranked these pairs
based on their similarities and compared the rankings to a
similarity computed from the chemical structures. We re-
trieved the (canonical) SMILES for all CMap compounds,
where available, from PubChem (Kim et al. 2019, Sayers
et al. 2022). For each compound pair, in the CMap dataset,
(for 450 compounds SMILES were available) the Levenshtein
distance, which is the minimum number of character edits
needed to make two strings identical (Miller et al. 2009), was
calculated and the compound pairs were ranked accordingly.
This ranking was used as a reference ranking to which the
KNeMAP, BDG, GSEA, and FC-based similarity rankings are
compared to. Between KNeMAP, BDG, GSEA, and FC, we
computed the cosine distance for all compound pairs. Only
compounds that had an associated SMILES were considered.
These pairs were ranked on their cosine distance. For each
method we selected the top x (2–200) compound pairs and
computed the rank difference between its rank and the
SMILES-based rank. The mean of these values was computed
and the results are plotted in Supplementary Fig. S6, the
curves are compared by means of their AUC of which a lower
value indicates more agreement with the SMILE-based rank-
ing. In addition, we computed the jaccard index based on the
top x (1–1000) pairs and compared the performance of all
four methods via their AUC scores, of which a high AUC indi-
cates an overall higher jaccard index (Supplementary Fig. S6).
This allows us to evaluate the compound pair similarities
against a biological system and exposure indifferent factor,
the compound structure. To compare how the methods fare
not only for a specific biological system, we computed the
mean for each method across all three biological systems.
This allows us to evaluate which method shows the “best”
performance on average. The average performance is dis-
played in Supplementary Figs S6D and S7D. In addition, we
also computed the rank difference for each method’s top 20
compound pairs with the SMILES-based ranking. The density
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plots of these values, for each biological system, are displayed
in Supplementary Fig. S8. For the Fortino et al. data, instead
of SMILES, functional descriptors of the ENMs, as down-
loaded from (https://github.com/fhaive/metanalysis_toxicoge
nomic_data/) were used. Only descriptors available for all
ENMs were considered and the cosine distance was estimated
between each ENMs descriptor vector of which their pairwise
ranks were used the same way as the chemical SMILE-based
ranks.

2.6.2 Comparing the impact of added noise between the
methods

To investigate how the three different methods are reacting to
added noise to the data, two different experiments were per-
formed. First different variations of noise were directly added
to the batch corrected gene expression data, from which the
6logFC * �log(Pval) (FCP) scores, as described previously,
were calculated. Noise was added per sample, drawn from a
Gaussian distribution with mean¼ 0 and standard deviation
levels of 0.01, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and 1.
For each noise level the KNeMAP, GSEA, and FC vectors, as
described previously, were calculated. For each compound, its
cosine distance between the added noise levels and the base-
line (no noise added to the gene expression vector) was esti-
mated. The mean cosine distance for each noise level across
all compounds of a biological system were calculated, to-
gether with the average standard deviation (change) across
the noise levels, which provides an indication on how much
the cosine distance is affected by increasing noise. The cosine
distance instead of the Pearson correlation was selected, since
we wanted to measure the effect (distance) the different noise
levels have with respect to the baseline (noise¼ 0). For the sec-
ond experiment the selected 200 most deregulated genes were
permuted. Each gene in the selected 200 genes, with a proba-
bility of 0.01, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and 1
was replaced by another random selected gene from the whole
list of measured genes. From this the KNeMAP, GSEA, and
BDG vectors were estimated and the cosine distance to their
baseline vectors (noise 0) calculated as described in the previ-
ous experiment. The results are displayed in Fig. 2,
Supplementary Figs S13 and S17.

2.7 Stability of KNeMAP vector across different

biological systems

To investigate the stability of KNeMAP with respect to differ-
ences in steady state gene expressions between different bio-
logical systems, we compared the KNeMAP fingerprints
computed on different sets of genes. Exposures on different
biological systems are known to be different, which partially
is caused by the differences in steady state gene expression.
To showcase that KNeMAP is robust to such change, we
compute the KNeMAP fingerprints based only on the genes
that are not differentially expressed as well as only differential
expressed genes between the control samples of the individual
CMap cell systems. A gene was differentially expressed, if it
was classified as differentially expressed between at least one
cell line pair. Differential expression analysis was performed
with limma() (Ritchie et al. 2015), as already described in the
Supplementary Materials for the pre-processing of the CMap
dataset. We then computed the cosine distance between each
compound pair on a biological system for both types of vec-
tors and then estimated the difference in cosine distance for
each compound pair. The distribution of differences is plotted

in Supplementary Fig. S21, showing that there is a minimal
change in pairwise distance between the fingerprints com-
puted based on the complete gene vector or only when taking
stable genes between all biological systems into account, due
to the independence and multi-dimension of the prior gene–
gene network.

2.8 Individual analysis of the CMap and Fortino et al.

dataset

Transcriptomics profiles alterations induced by compound ex-
posure under different experimental conditions (e.g. biologi-
cal systems, exposure time) can vary strongly (Kinaret et al.
2017, Fortino et al. 2022). In addition data biases can be pre-
sent, e.g. due to technical differences, batch effects or to un-
derlying differences in the biological systems (Supplementary
Fig. S3) (Federico et al. 2020, Serra et al. 2020). Therefore we
decided to analyze, for the CMap dataset, the three different
biological systems independently from each other and merge
their results in order to identify similarities between the sys-
tems. Analyzing the biological systems independently, allows
us to compare the MOA of the exposures detached from the
underlying data and in result minimizes data and system re-
lated biases, which has been suggested to be an issue of the
CMap dataset (Lim and Pavlidis 2021). We performed the
same analysis pipeline for the two biological systems available
in the Fortino et al. dataset. The analysis methodology is de-
scribed in detail in the Supplementary Materials (Methods—
Comparison of the Biological Systems).

2.9 Comparative analysis between the CMAP and

Fortino et al. dataset

To showcase the capability of KNeMAP to compare tran-
scriptomic alteration profiles across datasets, we performed a
comparative analysis between the transcriptomic profiles in-
duced by the ENM and drug exposures. Thus, for each ENM
in the Fortino et al. data we retrieved the most similar drug in
the CMap dataset. For each exposure instance between the
Fortino et al. data and the CMap data we computed the co-
sine distance between their KNeMAP feature vectors, then
ranked the drugs according to their similarity to a nanomate-
rial exposure. For each nanomaterial–drug pair the mean
rank was estimated and the highest ranked drug was selected
for the ENM. It is important to note, that when the same
prior network is used, KNeMAP offers the possibility to com-
pare different datasets without the need to recompute or ad-
just the computed feature vectors.

3 Results

We developed KNeMAP, a novel methodology for compari-
son of transcriptomic profiles. We showcased the effectiveness
of our method by analyzing the Connectivity Map (CMap)
dataset (Lamb et al. 2006) and the Fortino et al. (2022) data-
set. The CMap dataset is a popular reference database for
drug-induced expression profiles and combines chemical
exposures over three cell lines of which 11 868 genes are mea-
sured across all three biological systems. The diversity of
CMap makes it a suitable dataset for the identification of
groups of chemicals that act similarly on different biological
systems, which are challenging to identify with traditional
gene-based methods. In Supplementary Fig. S3 the steady
state gene expression profiles of the three different cell lines
are outlined, which are very different. The Fortino et al.
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dataset comprises transcriptomic profiles of different nano-
materials exposed on two human cell lines (THP-1 and BEAS-
2B). The materials vary in core material as well as in their sur-
face chemistry. We evaluated KNeMAP against three existing
methods: BDG, GSEA, and FC, by comparing the similarity
of transcriptomic profiles calculated with the three methods
against similarities computed with independent data layers
such as the chemical structure and functional knowledge.

3.1 KNeMAP-based similarities better resemble

those computed from prior knowledge

To evaluate the performance of KNeMAP, we investigated
how it performs with respect to prior knowledge. Since prior
knowledge was not equally available for all compounds, these
metrics were only computed for compounds where the consid-
ered prior knowledge was available. To evaluate the method’s
capability in identifying structurally similar CMap com-
pounds, pairwise compound similarities were estimated and
their rankings compared to compound pair rankings based on
KNeMAP, BDG, GSEA, and FC-based vectors.
Supplementary Figures S6 and S7 showcase the improvement
in agreement to the structural-based ranking for KNeMAP.
While differences in performance between the biological sys-
tems could be observed. On average (Supplementary Figs S6D
and 7D) KNeMAP is in more agreement with the structural-
based ranking, which is indicated by lower AUC values
(the difference to a structural-based ranking is measured)
in Supplementary Fig. S6, a higher AUC values in
Supplementary Fig. S6 and a shift of the distribution to the
left in Supplementary Fig. S8.

Supplementary Figure S5, showcases the performance of
KNeMAP in comparison to BDG, GSEA, and FC in identify-
ing functionally similar CMap compounds. Functional simi-
larity of compounds was determined based on their ATC level
3 codes. However, on average the performance across all
three systems is very similar between the methods. For the
Fortino et al. data, KNeMAP outperforms the other methods
on average on identifying ENMs with the same shape
(Supplementary Fig. S9E), while GSEA and FC show stronger
performance in identifying ENMs based on their core-
material (Supplementary Fig. S9F). This suggests that it is ad-
visable to select a metric based on the task to be performed
and data quality available. While for the molecular
descriptor-based ranking KNeMAP was outperformed by FC
for the difference in rankings and BDG for the jaccard index,
it performed second best for both methods, overall showing
the most stable performance, as displayed in Supplementary
Fig. S10.

3.2 KNeMAP reduces the noise associated to

transcriptomic studies and improves the retrieval of

similarity patterns

To show the improvement on the overall comparability of the
investigated datasets and to investigate the impact KNeMAP
has on the overall similarity distributions, we compared the
within dataset distance and correlation by means of the
Pearson correlation and cosine distance.

When comparing the Pearson correlation and cosine dis-
tance distribution values for each compound pair on each bio-
logical system (Supplementary Figs S11 and S12) for the FC
vectors, the BDG vectors, the GSEA vectors and KNeMAP, it
can be observed that while the BDG and FC-based values
show a similar narrow peaked distribution at 0 and 1

respectively, KNeMAP and GSEA yield a broader distribution
shifted to the right and left respectively, while GSEA shows a
strong difference in shape between the data-sets in contrast to
the other three methods. This indicates a shift in similarity/
correlation between the exposures, which is not observable
based on traditional methods, making this previously difficult
dataset easier to analyze and to identify similarities between
exposures by reducing the noisy peak observable with the
other two methods.

As shown in Fig. 2, KNeMAP is less impacted on average
by increasingly added noise to the gene expression values in
comparison to the FC and GSEA-based cosine distance. The
same applies to KNeMAP in comparison to BDG and GSEA
when impacting the selected deregulated genes, which is indi-
cated by its overall lower AUC score.

In Supplementary Figs S14, S15, S18, and S19 the plots are
shown for selected compounds, Supplementary Figs S13 and
S17 show the performance for each individual biological sys-
tem as well as the median for each dataset and Supplementary
Figs S16 and S20 showcases the standard deviation distribu-
tion for each biological system for the cosine distance against
its baseline (noise¼0). Next to the overall better AUC scores
that KNeMAP achieves (Fig. 2), it can be observed that
KNeMAP, FC, and BDG are relatively stable across all five bi-
ological systems with respect to their AUC scores, while the
performance of GSEA varies strongly across biological sys-
tems (Supplementary Figs S13 and S17).

3.3 Comparison of transcriptomic profiles across

different cell lines identifies compounds with a

system dependent similar mechanism of action

Through the clustering of the compounds (Fig. 1E) across the
three different biological systems of the CMap dataset, based
on KNeMAP, we were able to identify a set of 38 drugs
(Supplementary Fig. S22) that behave similarly when exposed
on the same biological system (Fig. 1F). From now on, we
consider these 38 chemicals during further analysis. Given the
low correlation between the individual MOAs
(Supplementary Fig. S2A), we hypothesize that these drugs
might have different responses in different systems, while
showing similarities when exposed to the same cancer cell
lines. It is often observed that molecular heterogeneity across
cancer cell lines causes differences in response to the same
drug, possibly offering a biological explanation to the ob-
served phenomenon (Dagogo-Jack and Shaw 2018). When
clustering the individual treatments, it is apparent how they
group by the exposed biological system (Supplementary Fig.
S23), rather than by drug. Therefore, we investigated possible
characteristics of the 38 drugs that would be responsible for
their similar behavior. When addressing their therapeutic
indications, 33% were antimicrobial drugs, 15% cardiac gly-
cosides (antiarrhythmic agent), 10% hsp90 inhibitors, and
10% antipsychotic (Supplementary Fig. S26). Although all
these drug classes have been already repurposed for various
cancer treatments, no specific primary molecular target or
pathway could justify their similar activity. Therefore, we hy-
pothesized that the chemical structure may be responsible for
the observed phenomenon. Through scaffold analysis
(Supplementary Table S2) we were able to identify high level
scaffolds statistically enriched in this set of drugs
(Supplementary Fig. S27) that can interact with membranes,
cytoskeleton and alter the redox state. All these targets are
very sensible in cancer cell lines, and when targeted they
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ultimately induce a cytostatic or cytotoxic effect. We further
explored the structure information to identify other com-
pounds that may show the same or similar behavior when ex-
posed on the same biological systems (Supplementary Table
S3).

To showcase the functionality of KNeMAP, we also ap-
plied this approach to a set of ENMs exposed to two different
cell lines. As in the first case study, our approach was able to
highlight a cluster of hazardous nanoparticles (gold and quan-
tum dots with various functionalizations) with peculiar opti-
cal and electronic properties (Supplementary Fig. S28). It is
known that physicochemical characteristics of nanomaterials
affect the induced biological response, possibly explaining the
observed similarities across cell lines (Liu et al. 2006, Ellis
et al. 2020). A detailed description of the analysis results and
the identified drugs can be found in the Supplementary
Materials (Results—Comparison of Transcriptomic Profiles
Across Different Cell Lines Identifies Drugs with a System
Dependent Similar Mechanism of Action and Description of
the Identified Nanomaterials).

3.4 Identifying drugs and nanomaterials with a

similar mechanism of action

Through the comparison of the KNeMAP fingerprints of the
Fortino et al. data with the CMap data, we identified for each
nanomaterial the chemical compound with the most similar
MOA across all biological systems. All identified pairs are
listed in Supplementary Table S5 and detailed descriptions of
selected pairs are provided in the Supplementary Materials
(Results—Identifying the Most Similar Chemical for each
Nanomaterial Based on their Mechanism of Action). For ex-
ample a copper oxide nanomaterial was found to act similar
to Lycorine and both have been shown to affect acetylcholin-
esterase and in result the nervous system (Sezer Tuncsoy et al.
2019, Kola et al. 2023).

4 Discussion/conclusions

We propose KNeMAP as a new knowledge-driven method to
compare transcriptomic profiles. In comparison to other
methods, which focus on individual genes, KNeMAP groups
genes into a “similarity group,” which allows to compare
expression profiles in a higher-level manner than when com-
paring genes individually. We showed that a network
mapping-based approach is able to identify similar com-
pounds in higher agreement with functional as well as struc-
tural prior knowledge, when compared to the BDG, GSEA,
and FC methods. In addition, it is able to reduce the observ-
able noise in the data, which makes the dataset easier to ana-
lyze and allows it to identify patterns. KNeMAP can be
especially suitable for datasets where data from different sys-
tems and with different exposure parameters are compared.
In this work, the KNeMAP was applied on the CMap (Lamb
et al. 2006) dataset as well as the Fortino et al. dataset
(Gallud et al. 2020, Kinaret et al. 2021) and we were able to
identify a set of compounds that always show a similar re-
sponse between each other on the same biological system,
even though their response may vary across biological sys-
tems. While the identified CMap compounds have different
therapeutic uses and molecular targets they all have been
linked to similar effects on cancer, and have often been repur-
posed for oncological treatments. Since they do not share
most of the molecular mechanism, a more traditional

comparison between differentially expressed genes would
have not identified this commonality. The underlying differen-
ces of the biological systems can explain the differences in ex-
pression patterns between the biological systems for similar
compounds, suggesting that these compounds affect the can-
cer cells differently but always in a similar manner between
each other (on the same biological system). In order to make
statements about the comparability or the behavior of these
compounds on non-cancer related biological systems, further
analysis needs to be done, showcasing again how important it
is to understand the comparability between biological systems
with respect to chemical safety assessment. Moreover, when
compared with three different gene focused approaches,
KNeMAP is able to identify similarities between compounds
with higher agreement to functional as well as structural in-
formation. When comparing transcriptomic experiments, one
limitation is given by the fact that the same molecules (e.g.
genes) need to be profiled. However, different experiments
are often performed on different platforms, with only par-
tially overlapping probes/genes. The KNeMAP approach can
be further exploited in this case and be used to compare the
datasets since thanks to the fact that genes can be grouped
into communities, no one-to-one mapping between the genes
is required. We showcase this by comparing the CMap data-
set with the Fortino et al. dataset by identifying for each nano-
material the drug with the most similar MOA across all
biological systems. Furthermore, KNeMAP is highly flexible
with respect to what prior data is used to construct the net-
work, so can, e.g. only a single data layer (e.g. pathways, GO)
be used or a subset of layers, as well as to the size of gene
communities to be detected (based on the algorithm chosen).
This allows a “stricter” or “looser” view on gene similarity as
needed based on the data or study. In conclusion KNeMAP is
a generic approach, that can be customized with respect to
prior information and gene clusters used, to compare noisy
transcriptomic datasets.
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