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We provide a theoretical background for electric-field-assisted thermally activated writing and
deleting of magnetic skyrmions in ultrathin transition-metal films. We apply an atomistic spin
model, which includes the exchange interaction, the Dzyaloshinskii-Moriya interaction, and the
magnetocrystalline anisotropy energy. The strengths of the magnetic interactions are taken from
density functional theory (DFT) calculations for a Pd/Fe bilayer on the Ir(111) surface. We sys-
tematically vary all magnetic interactions up to ±10 % reating the magnetoelectric effect in linear
response. The critical magnetic fields marking the onset of the skyrmion phase and the field-
polarized phase shift considerably upon varying the interaction constants due to the electric field.
Based on harmonic transition state theory, we calculate the transition rates for skyrmion nucleation
and annihilation, which are in good agreement with experimental values for Pd/Fe/Ir(111). The
field-dependent variation of energy barriers and preexponential factors leads to large changes of the
transition rates, which are accompanied by changes in skyrmion radii. Finally, we simulate the
electric-field-dependent writing and deleting of magnetic skyrmions in Pd/Fe/Ir(111) based on the
master equation and transition rates obtained using the magnetic interactions calculated via DFT
for electric fields of E = ±0.5 V/Å. The magnetic-field-dependent skyrmion probability follows a
Fermi-Dirac distribution function of the free energy difference of the skyrmion state and the ferro-
magnetic (FM) state. The probability function for the opposite electric field directions is in striking
agreement with experimental results [Romming et al., Science 341, 636 (2013)].

I. INTRODUCTION

Since their discovery [1–4] magnetic skyrmions [5, 6]
are subject of intense research due to their promising
properties for future information technologies such as
probabilistic computing [7, 8], neuromorphic computing
[8, 9], racetrack data storage [10–12] or logic devices [13].
Key properties of skyrmions for applications are their
nanoscale size [4, 14, 15], manipulation by electric cur-
rents [10, 16], and an integer topological charge [6, 16],
leading to enhanced stability [17]. Since the topologi-
cal protection is not strict for materials consisting of lo-
calised atomic magnetic moments on a discrete lattice
[18], a continuous transition between states of different
topological charges with a finite energy barrier exists.

The finite activation energy gives rise to the possibility
of nucleating and annihilating skyrmions. Such a transi-
tion, which changes the topological charge, can be trig-
gered by spin-transfer or spin-orbit torques [4, 19, 20].
However, current-induced approaches suffer from an in-
crease in temperature due to Joule heating and conse-
quently decrease the average lifetime of skyrmions, the
temperature dependence of which is often described by
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an Arrhenius law [12, 21–31]. A promising energy effi-
cient approach for skyrmion-based devices, which avoids
the Joule heating problem, is the use of electric fields
which, have the additional advantage that they can be
applied locally. Electric field-induced writing and delet-
ing of magnetic skyrmions have been demonstrated ex-
perimentally [32, 33]. However, the underlying micro-
scopic mechanism of these phenomena is still a matter of
debate.

Applying an electric field perpendicular to the surface
of a metallic film will act on the magnetic interactions due
to the magnetoelectric- and Rashba effect [34–40]. As a
result the energy and entropy of states will be influenced,
making either nucleation or annihilation processes more
likely to occur. This consequently enables a transition by
thermal noise or, at least, lowers the necessary amount
of energy needed for a triggered transition.

Here, we demonstrate by means of atomistic spin
simulations the concept of electric-field-assisted ther-
mally activated nucleation and annihilation of magnetic
skyrmions, which can be realized e.g. by hot electron in-
jection in the setup of a scanning tunneling microscopy
(STM) experiment. We focus on the well-studied sys-
tem of a Pd/Fe bilayer on the Ir(111) surface for which
writing and deleting of individual skyrmions via STM has
been achieved [4]. We apply an atomistic spin model with
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all magnetic interaction constants obtained from density
functional theory (DFT), which leads to a good agree-
ment with experimental data on the magnetic phase dia-
gram and switching rates for skyrmion creation and col-
lapse [25, 41–43]. The atomistic spin model allows to in-
clude frustrated exchange interactions in our simulations,
which has recently also been achieved in micromagnetic
simulations [44, 45]. We assume a homogeneous electric
field in the tunnel junction as in a plate-capacitor (Fig. 1)
and a linear dependence of the magnetic interaction con-
stants with the field strength.

In the first part of our study, we systematically vary the
strengths of the exchange interaction, the Dzyaloshinskii-
Moriya interaction (DMI), and the magnetocrystalline
anisotropy energy (MAE). We calculate the creation
and annihilation rates within the harmonic approxima-
tion of transition state theory. The obtained rates are
in good agreement with experimental STM data for
Pd/Fe/Ir(111) [20]. Upon electric-field-induced varia-
tion of the magnetic interaction strengths we find signif-
icant changes of the critical magnetic field between the
skyrmion and the field-polarized phase and of the tran-
sition rates.

In the second part of our article, we show that the
variation of the transition rates enables electric-field-
assisted thermally activated writing and deleting of mag-
netic skyrmions. Based on the master equation, we cal-
culate the probability of finding a skyrmion as a function
of the external magnetic field for electric field values of
E = ±0.5 V/Å. The changes of the magnetic interac-
tions due to the electric field are obtained from DFT
calculations for Pd/Fe/Ir(111), which show that the ex-
change interaction is most significantly affected, while the
DMI and MAE vary much less. The calculated skyrmion
probability as a function of the magnetic field resembles
a Fermi-Dirac distribution function and is in remark-
able agreement with experimental data of Romming et
al. [4]. We further show that the Fermi-Dirac distribu-
tion, defined as a function of the free energy difference of
skyrmion and FM state, can be shifted with respect to the
magnetic field by an applied electric field, consequently
increasing or decreasing the skyrmion probability.

This article is structured as follows. In section II we
introduce the atomistic spin model including the effect of
an electric field. We further describe how the transition
rates are obtained using the geodesic nudged elastic band
(GNEB) method and harmonic transition state theory.
In the first part of section III, we show systematically how
a variation of the magnetic interaction constants affects
the properties of spin spirals, zero-field magnetic phase
diagrams, as well as skyrmion annihilation and creation
rates. In the second part of section III, we demonstrate
that the transition rates obtained from our spin model
with DFT-calculated parameters reproduce experimen-
tal STM data [20]. Finally, we solve the Master equa-
tions using the transition rates calculated for DFT inter-
action constants of Pd/Fe/Ir(111) at electric field values
of E = ±0.5 V/Å. The obtained skyrmion probability as

skyrmion state FM state
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electric field:
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Figure 1. Model for the influence of electric fields on the life-
times of magnetic states at an interface. The homogeneous
electric field, assumed to be generated in a plate capacitor
geometry, changes the magnetic interactions due to spin de-
pendent screening of the field by the electrons. This variation
can either favor the skyrmion or the FM state, which allows
electric-field-assisted thermally activated nucleation or anni-
hilation of skyrmions.

a function of magnetic field is compared with available
experimental data of Ref. [4].

II. METHODS & COMPUTATIONAL DETAILS

A. Atomistic spin model

We use a classical atomistic spin model to describe
the magnetic interactions and the energy of an ultrathin
transition-metal film. This extended Heisenberg model
is given by

E =−
∑
i,j

Jij(mi ·mj)−
∑
i,j

Dij · (mi ×mj)

−
∑
i

K(mi · ê⊥)2 −
∑
i

M(mi · Bext). (1)

Here, the strength of the exchange interaction between
pairs of normalized magnetic moments mi and mj at
lattice sites i and j is given by the exchange constants
Jij and the DMI by the vectors Dij = Dij(ẑ × rij). M
denotes the size of the magnetic moment at every site.
The spins at every lattice site are subject to an uniaxial
MAE contained in the constant K and to an external
magnetic field Bext. In this study, the magnetic field is
always pointing perpendicular to the surface.

In order to perform simulations for the model system
of a Pd/Fe bilayer on the Ir(111) surface [4, 20, 25, 26,
41, 46], all parameters in Eq. (1) are chosen from DFT
calculations as given in Ref. [41]. As mentioned in the
introduction, the application of an electric field leads to
a spin-dependent screening by the electron density at the
surface which changes the magnetic interactions. Moti-
vated by results from DFT [34, 36, 37, 40, 47] we model
the influence of the electric field in linear response to the
magnetic interactions.

To allow a systematic study of the effect of the electric
field on the different interactions, we modify the MAE
constant K as well as the nearest-neighbor exchange in-
teraction and DMI, i.e. only J1 and D1 are varied. Thus



3

in our model an electric field E perpendicular to the sur-
face acts on the parameters P = J1, D1,K according to
P ′ = P + ∂P

∂E E . For our systematic study we therefore
define the relative deviations of magnetic interaction pa-
rameters

δJ1 =
J ′1 − J1

J1
, δD1 =

D′1 −D1

D1
, δK =

K ′ −K
K

.

Starting from the magnetic interactions for
Pd/Fe/Ir(111) from DFT as given in Appendix
A, the influence of a relative deviation of
−0.1 ≤ δJ1, δD1, δK ≤ 0.1, i.e. up to ±10%-variation of
the magnetic interactions, on the energy of non-collinear
magnetic states such as spin spirals and skyrmions with
respect to the FM state is analysed.

In the final part of our study, we choose the changes
of the interaction constants given by ∂P/∂E using the
DFT values calculated for Pd/Fe/Ir(111) [47]. Since the
exchange interaction is most influenced in that system,
we focus on the variation ∂J1/∂E obtained from DFT
calculations for field values of E = ±0.5 V/Å and neglect
the variation of DMI and MAE.

For finding the required local energy minimum states,
we performed atomistic spin dynamics simulations. In
particular, the damped Landau-Lifschitz equation is it-
eratively solved for an initial spin configuration using an
SIB solver [48]. For all spin dynamics simulations we
used a damping parameter of λ = 0.5 and a system size
of 200 × 200 atoms on a hexagonal lattice with periodic
boundary conditions.

B. Harmonic transition state theory

The rates for annihilation and nucleation of magnetic
skyrmions are calculated in the frame work of transition
state theory in harmonic approximation to the energy
(HTST) [12, 14, 21, 22]. Here, the transition rate ΓA→B

and the lifetime τA of an initial state A, e.g., a skyrmion,
with respect to the transition to a state B, e.g., the FM
state, are described by an Arrhenius law

τ−1
A = ΓA→B = ΓA→B

0 exp(−β∆EA→B), (2)

where β = (kBT )−1, ΓA→B
0 denotes the pre-exponential

factor and ∆EA→B is the energy barrier between the two
local energy minima.

In order to find the minimum energy path (MEP) for a
transition between states and thereby the energy barrier
we use the GNEB method [49, 50]. By precisely locat-
ing the highest energy state along the MEP using the
climbing image (CI), we find the saddle point (SP) defin-
ing the bottleneck for the A→B process – the transition
state [49]. Once the SP state is found, the activation en-
ergy for the transition is given by ∆EA→B = ESP −EA.
For all GNEB calculations we choose a system size of
70 × 70 atoms with periodic boundary conditions. Here
a smaller system size than for spin dynamic simulations

is sufficient, because the simulation box contains only
a single isolated skyrmion instead of a skyrmion lattice
or spin spiral state. The pre-exponential factor is given
by the dynamical factor v and the ratio of partition func-
tions ZX for the transition state (X = SP) and the initial
state (X = A) as follows

ΓA→B
0 =

v√
2πβ

ZSP

ZA
=

v√
2πβ

∏2N
n=2 Z

SP
n∏2N

n=1 Z
A
n

. (3)

Here, ZXn is a partition function associated with the nth
eigenmode of the system

ZXn =


√

2π

βΩXn
, ΩXn > 0,

LXn , ΩXn = 0,

(4)

where ΩXn denotes the nth eigenvalue of the Hessian ma-
trix and LXn is the length of a mode in space of spin
configurations along which the energy of the system does
not change, the zero mode. For a correct treatment of
annihilation and nucleation processes it is particularly
important to distinguish between harmonic modes with
Ωn > 0, which describe vibrations, and zero modes with
Ωn ≈ 0. In this study, only the skyrmion state has
two zero modes corresponding to the in-plane transla-
tions and with combined length LSk

1+2 [12, 14]. Because
of the different numbers of zero modes for the skyrmion,
SP and FM states, the pre-exponential factors expres-
sions for nucleation ΓFM→Sk

0 and annihilation ΓSk→FM
0 of

a skyrmion differ:

ΓSk→FM
0 =

vLSk
1+2

β

∏2N
n=3

√
ΩSk
n∏2N

n=2

√
ΩSP
n

, (5)

ΓFM→Sk
0 =

v

2π

∏2N
n=1

√
ΩFM
n∏2N

n=2

√
ΩSP
n

. (6)

III. RESULTS

In the first part of this section, we present our system-
atic study of how variations of the magnetic interactions
affect the properties of magnetic skyrmions and their sta-
bility in Pd/Fe/Ir(111). We start with the energy dis-
persion of spin spirals and the magnetic phase diagram
before moving to the energy barriers for skyrmion nucle-
ation and annihilation. The transition rates are evalu-
ated upon calculating also the pre-exponential factor of
the Arrhenius law. In the last two sections we study
the electric-field assisted thermally activated writing and
deleting of magnetic skyrmions based on solving the Mas-
ter equation which allows us to directly compare our sim-
ulations to the experimental data for Pd/Fe/Ir(111) [4].
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A. Spin spiral energy dispersion

In order to understand the effect of varied magnetic
interactions on non-collinear spin structures, we start by
analyzing the properties of homogeneous cycloidal spin
spirals in our films. A cycloidal spin spiral is character-
ized by the wave vector q along which it propagates and
the magnetic moment of an atom at lattice site i is given
by mi = M(ez cos (q ·Ri) − eq sin (q ·Ri)), where ez is
the unit vector normal to the film, and eq = q/q is the
unit vector along q. The energy dispersion of such a spin
spiral can be obtained analytically using the atomistic
spin model given by Eq. (1).

In Fig. 2(a) the energy dispersion is shown for spin
spirals along the high symmetry direction ΓK of the two-
dimensional Brillouin zone (BZ) which has been obtained
with the DFT-calculated values of the magnetic interac-
tions for fcc-Pd/Fe/Ir(111) [41]. The inset of Fig. 2(a)
shows that there is an energy minimum, Emin for a spin
spiral with a wave vector of qmin ≈ 0.06× 2π/a, where a
is the in-plane lattice constant. Note that the spin spiral
dispersion is shifted with respect to the FM state (at the
Γ-point, i.e. q = 0) by half of the MAE K/2 as this term
favors collinear states.

If one increases the magnitude of the nearest-neighbor
exchange constant, J1, by δJ1 = +0.1 spin spirals be-
come less favorable with respect to the FM state and
therefore the energy minimum becomes more shallow and
shifts to lower values of q. The opposite is true if the
strength of J1 is reduced. In a similar way, we have varied
the strength of the nearest-neighbor DM interaction con-
stant, D1 [Fig. 2(b)]. Since the DMI favors non-collinear
spin states, an enhanced value of D1 leads to a deeper
energy minimum and vice versa for a reduced DMI. Note
that the effect of a variation of ±δD1 points qualitatively
in the same direction as a variation of ∓δJ1.

We can quantify the effects by finding the energy and
the wave vector of the spin spiral minimum given by Emin

and qmin as a function of the variation of the interaction
strengths [Figs. 2(c) and 2(d)]. In accordance with the
discussion of the energy dispersion, the depth of the min-
imum decreases with rising exchange interaction and in-
creases with the DMI. Since the MAE simply shifts the
FM state with respect to the spin spiral energy disper-
sion, there is a linear decrease of Emin with δK [Fig. 2(c)]
while the position of the spin spiral minimum, i.e. qmin,
remains unchanged [Fig. 2(d)]. It is apparent that the
largest effect is obtained by a variation of the exchange
interaction as it is much stronger than the other interac-
tions in this system.

B. Zero-temperature phase diagrams

Next we discuss the zero-temperature phase diagrams
of our system as a function of an external magnetic field
B applied perpendicular to the film. Similar to Ref. [41],
we compare the total energies of the FM state, the spin
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Figure 2. (a) Energy dispersion E(q) along the ΓK direc-
tion of the BZ for homogeneous cycloidal spin spirals in fcc-
Pd/Fe/Ir(111) using the DFT-calculated parameters (black
curve) and for a value of J1 increased by 10% (red curve) and
decreased by 10% (blue curve). The inset shows a zoom in
the vicinity of the minima of the curves. (b) DMI contribu-
tion to the spin spirals energy for δD1 = ±0.1. (c) Energy
of the spin spiral minimum as a function of the interactions
varied separately by δP , where P = J1, D1,K. (d) Spin spiral
wave vector qmin of the energy minimum as a function of the
variation δP .

spiral state, and the skyrmion lattice state. We pro-
ceed as follows: For every variation δP of one of the
magnetic interactions, we generate a cycloidal spin spiral
with a wave vector qmin of the minimum of the energy
dispersion [Fig. 2(d)]. For the same parameters, we de-
termine the skyrmion lattices with the energetically most
favourable density and subsequently relax the spin spiral
and skyrmion lattice states over a range of magnetic field
strengths. Depending on the magnetic field strength, ei-
ther the spin spiral state, the skyrmion lattice state, or
the FM state is lowest in energy. The intersections of the
corresponding energy curves are used to construct the pa-
rameter and magnetic field dependent zero-temperature
phase diagrams, shown in Fig. 3.

At zero magnetic field, the spin spiral state is energet-
ically lowest independent of the variation of all magnetic
interactions within the given range consistent with the
energy dispersion [cf. Fig. 2(a)]. At a critical magnetic
field, the skyrmion lattice and spin spiral state are de-
generate which marks the onset of the skyrmion phase
(Fig. 3). At an even larger magnetic field value, there
is a cross-over to the FM phase. The boundary between
the skyrmion and FM phase is of particular interest in
terms of skyrmion writing and deleting as it indicates
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Figure 3. Zero-temperature phase diagrams for fcc-
Pd/Fe/Ir(111) as a function of magnetic field and for a vari-
ation of (a) the nearest-neighbor exchange constant J1, (b)
the DMI constant D1, and (c) the MAE constant K. The
energetically lowest phase, i.e. the FM state, the skyrmion
lattice (Sk), or the spin spiral (SS) state is indicated in each
plot in green, red, and blue, respectively. The black points
denote the magnetic field and parameter values at which the
energy of two phases is identical. The points, which indicate
the calculations, have been connected by lines to show the
phase boundaries.

the minimum magnetic field strength needed to obtain
metastable skyrmions in the FM background.

The magnetic fields at which the transition between
the phases occur depend significantly on the variation
of the magnetic interactions (Fig. 3). It is clear that
the largest effect occurs due to a change of the ex-
change constant. Since spin spirals become less favorable
upon increasing J1 [cf. Fig. 2(a)], the spin spiral and the
skyrmion lattice phase shrink in size [Fig. 3(a)]. The op-
posite effect occurs upon increasing the DMI [Fig. 3(b)]
which promotes non-collinear spin structures. Variations
in the magnetocrystalline anisotropy constant [Fig. 3(c)],
on the other hand, show the same trend as the exchange
interaction which is consistent with the fact that both
interactions favor a collinear alignment of spins.

The boundary between the skyrmion lattice and the
FM phase changes approximately linear with the mag-
netic interaction parameters J1, D1,K. We can quan-
tify the corresponding critical magnetic field by the slope
δBc/δP . For the nearest neighbour exchange, the slope
amounts to −1.7 T/meV or a change of −2.4 T for
δJ1 = 0.1. For the DMI, the critical magnetic field varies
by 0.9 T for δD1 = 0.1, and for the MAE, we find about
0.45 T for δK = 0.1. Relating this to real systems and
assuming that our linear model for the influence of the
electric field describes their behaviour well enough, we
can predict that opposite orientations of the field will
shift the phase boundaries in opposite directions. In the
next section, we will show that the rates of transitions be-
tween states exhibit the same dependence on the electric
field allowing electric-field-assisted nucleation and anni-
hilation of skyrmions.

b
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Figure 4. (a) Minimum energy path for a transition between
the skyrmion (Sk) and the FM state at B = 4.0 T. The total
energy (black) along the path is displayed as well as the contri-
butions from the DMI (red), the exchange interaction (green),
the MAE (purple), and the Zeemann interaction (blue). The
saddle point of the transition is marked and the activation
energies for skyrmion nucleation ∆EFM→Sk, and skyrmion
annihilation ∆ESk→FM, are indicated. (b) Spin structures of
the Sk state, the FM state, and the saddle point on the mini-
mum energy path. The skyrmion collapse occurs via radially-
symmetrical shrinking.

C. Interaction dependent transition rates

Now we consider isolated skyrmions which are
metastable in the FM background for magnetic fields
above the critical field BC , defined by

BC = B
∣∣
ESk=EFM

. (7)

In order to calculate the annihilation and nucleation
rates of individual skyrmions we use the framework of
GNEB and HTST as described in Section II. We com-
pute the pre-exponential factors ΓSk→FM

0 and ΓFM→Sk
0

and the corresponding activation energies ∆ESk→FM and

∆EFM→Sk for skyrmion annihilation Sk → [SP]
‡ → FM

and skyrmion nucleation FM→ [SP]
‡ → Sk, respectively.

With these two quantities we can calculate the rates and
lifetimes based on the Arrhenius law, i.e. Eq. (2).

As in the previous section, we vary the magnetic inter-
actions by ±10%. For each of these sets of parameters
an isolated skyrmion is minimised with respect to energy
using damped spin dynamics simulation. Afterwards, the
MEP for a transition from the skyrmion state to the FM
state is calculated. From the MEP the activation ener-
gies, defined as the energy difference between the FM or
Sk state and the saddle point, can be extracted as illus-
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trated in Fig. 4 for a magnetic field of B = 4 T.

The energy barrier can be decomposed into the contri-
butions from the interactions which enter our spin model
[cf. Eq. (1)]. Since the DMI favors the skyrmion state,
it provides a large part of the energy barrier [Fig. 4(a)].
The MAE and the Zeeman energy prefer the FM state
and lower the total barrier. Due to the strong exchange
frustration which is present in Pd/Fe/Ir(111) [41, 46] the
exchange term contributes significantly to the barrier and
to the stability of the skyrmion state against a collapse
into the FM state. The saddle point structure [Fig. 4(b)]
is characteristic for the radial collapse mechanism (see
e.g. Refs. [25, 41]) in which the skyrmion shrinks along
the MEP until at the saddle point the inner spins point
almost in-plane towards each other.

We have performed GNEB calculations such as that
presented in Fig. 4 at magnetic fields above the critical
field BC for varied strength of the exchange interaction,
the DMI, and the MAE. From these calculations we ob-
tain the skyrmion radius, RSk, and the activation ener-
gies ∆ESk→FM and ∆EFM→Sk. From the saddle points of
the MEP, the pre-exponential factors for the transitions
can be calculated using Eq. (5). The results are shown in
Fig. 5. The data is presented for a certain range of mag-
netic fields relative to the critical magnetic field BC at
which Sk and FM states are degenerate (the border be-
tween the Sk and the FM phases shown in Fig. 3). Note
that BC also marks the point at which activation energies
for skyrmion nucleation and annihilation are equal.

We notice that a variation of the interaction constants
by ±10% leads – especially for the exchange interaction
– to significant changes of skyrmion properties. Low-
ering the nearest-neighbor exchange constant leads to
smaller skyrmions, enhancing it will let them grow in
size [Fig. 5(a)]. The radius is hereby estimated by fitting
a radial symmetric skyrmion profile [6, 24] to the states
relaxed by spin dynamics. Since lowering the first neigh-
bour exchange interaction makes non-collinear structures
less costly, smaller skyrmions with bigger angles between
adjacent spins can be realised. Consequently the DMI
has exactly the opposite effect on the skyrmion size
[Fig. 5(b)]. The influence of varying the anisotropy on
the skyrmion radius can be neglected [Fig. 5(c)].

The energy barriers for skyrmion nucleation and an-
nihilation are strongly affected upon variation of the ex-
change constant [Fig. 5(d)], e.g. at the critical magnetic
field there is a shift by about 100 meV between the case of
decreasing and increasing J1 by 10 %. A correlation with
the skyrmion radius is observed, i.e. larger skyrmions
show higher activation energies with respect to a tran-
sition to the FM state. This is in good agreement with
previous reports on the relation of skyrmion size and sta-
bility [23, 24]. A variation of the DMI or the MAE has
a much smaller effect on the energy barriers: The corre-
sponding changes in the energy barrier are barely visible
in Figs. 5(e,f).

For the pre-exponential factors we find that variations
in the first neighbour exchange interaction have a large
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Figure 5. Variation of the properties of isolated skyrmions in
fcc-Pd/Fe/Ir(111) upon changing the magnetic interactions.
(a-c) skyrmion radius, (d-f) collapse and creation barrier, and
(g-i) pre-exponential factors as functions of the external mag-
netic field upon varying the nearest-neighbor exchange con-
stant, J1, the nearest-neighbor DMI, D1, or the magnetocrys-
talline anisotropy energy, K, respectively. The constants are
varied by ±10%. All quantities are plotted relative to the
critical magnetic field BC . The background color indicates
the energetically lowest phase: skyrmion lattice (red) or the
FM state (green).

effect on the shape of the curves, especially close to BC
[Fig. 5(g)]. A rising exchange interaction leads to a
higher pre-exponential factor for nucleation and makes
it therefore more likely for a skyrmion state to be cre-
ated. The pre-exponential factor for annihilation, on the
other hand, drops which makes it also less likely for the
skyrmion state to be destroyed. This rapid dropping of
the pre-exponential factor for B → BC has been found
before for hcp-Pd/Fe/Ir(111) [26]. Taken together the
influence of rising nearest neighbour exchange interac-
tion on the pre-exponential factor makes it more likely
to find a skyrmion state present in the system. Upon
decreasing the exchange constant we observe the oppo-
site trend. The nucleation becomes less favorable and the
probability for annihilation rises, overall shifting the sta-
bility towards the FM state. Therefore, our results sug-
gest that larger skyrmions in fcc-Pd/Fe/Ir(111), found
for rising exchange constant J1, are stabilised by both en-
hanced energy barrier and small pre-exponential factor.
The pre-exponential factor is much less but still notice-
ably affected upon a variation of the DMI or the MAE,
in particular, for the skyrmion collapse [Fig. 5(h,i)].



7

D. Ratio of transition rates

With the pre-exponential factors and the activation
energies, we can compute the transition rates according
to Eq. (2) and subsequently the ratio ΓFM→Sk/ΓSk→FM.
This ratio indicates whether the nucleation or the an-
nihilation of a skyrmion is more likely to happen for a
given set of magnetic interactions. In Fig. 6 these ra-
tios are shown for the example of varied nearest-neighbor
exchange interaction. The results are displayed with re-
spect to the critical magnetic field BC , so that B−BC = 0
marks the point at which the activation energies for nu-
cleation and annihilation are equal. Nevertheless the ra-
tios of transition rates for different exchange interactions
differ by many orders of magnitude at this point. Conse-
quently this has to be due to the pre-exponential factor
[cf. Fig. 5(g)]. Since the pre-exponential factor is linked
to the entropy difference of states ∆S [26, 51], this be-
haviour demonstrates, that the free energy ∆F must be
taken into account as the thermodynamic potential for
annihilation and nucleation processes.

To show this explicitly, we compute the free energy
FA = −kBT lnZA of a state A in harmonic approxima-
tion as shown in Appendix B. We find that the difference
in free energy between the transition state SP and the ini-
tial state A, the partition functions of which are treated
according to Ref. [52], can be written as

∆FA→B = ∆UA→B − T∆SA→B (8)

= ∆EA→B − kBT ln

(∏2N
n=2 Z

SP
n∏2N

n=1 Z
A
n

)
(9)

with ∆UA→B being the difference in internal energy (cf.
Appendix B) and ∆EA→B the energy barrier for the pro-
cess. Comparing this expression with Eq. (2) we can
write the transition rates as

ΓA→B =
v√
2πβ

exp
(
−β∆FA→B

)
(10)

In this form, the ratio of transition rates becomes easy
to handle, because the dynamical factor depends only on
the saddle point configuration, which is the same for both
nucleation and annihilation. Therefore we obtain

ΓFM→Sk

ΓSk→FM
= exp

[
−β
(
∆FFM→Sk −∆F Sk→FM

)]
= exp

[
β (FFM − FSk)

]
,

(11)

where all contributions from the SP cancel out. From
this expression we can see that the relative frequency for
nucleation and annihilation processes to happen depends
only on the free energy difference of the initial and the
final state. Information on the saddle point is not re-
quired, only its existence matters. This gives rise to an
easy understanding of the features in Fig. 6. The situ-
ation is illustrated at the marked points. One can see,
that a difference in energy can be compensated through

A B

C D
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104
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T=61K
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D

Figure 6. Calculated ratio of transition rates for J1 varied by
±10%. Temperature is chosen to be T = 61 K, since nucle-
ation and annihilation rates for the undisturbed system are
equal at B = BC for this temperature, illustrated by point
A. Points B,C,D illustrate the accomplishment of the ratio
of transition rates for other combinations of J1 and B. The
energy difference of states is thereby sketched by the grey
line and the temperature dependent contribution from en-
tropy [Eq.(8)] is sketched in purple.

entropy (point B) and that even for equal energies, a dif-
ference in entropy can change the ratio of transition rates
by more than one order of magnitude (points C, D).

E. Calculated vs. experimental lifetimes

Before we address the issue of electric-field as-
sisted switching, we compare the lifetimes obtained for
Pd/Fe/Ir(111) based on our approach with experimental
data. In spin-polarised scanning tunneling microscopy
(SP-STM) experiments the switching rate and thus the
average lifetime of the FM state and magnetic skyrmions
can be determined from telegraph noise measurements
[4, 20, 25]. In the work of Hagemeister et al. [20] the
lifetimes in Pd/Fe/Ir(111) have been obtained as a func-
tion of the applied magnetic field (Fig. 7). We find an
excellent agreement of the experimental data and our
atomistic spin simulations (Fig. 7) based on the DFT-
calculated parameters for fcc-Pd/Fe/Ir(111) [41] and a
single fitting parameter, the effective temperature, which
describes the average sample temperature beneath the tip
after hot electron injection [25].

The best fitting effective temperature for an agreement
between experimental data and simulation is found for
Teff = (54.29 ± 0.02) K, similar to that of about 50 K
reported in Ref. [25] to match the experimental data [53].

Regarding the lifetime of the FM state we assume that
the skyrmion can nucleate at any point below the STM
tip with equal probability. The HTST method used for
the calculation of transition rates returns the rate per
saddle point. Therefore, the transition rate for skyrmion
creation ΓFM→Sk has to be scaled with the number of
possible saddle points σ and the lifetime of the FM state
consequently by σ−1. A two-dimensional lattice consist-
ing of N × N atoms has Nuc = (N − 1)2 unit cells and
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Figure 7. Comparison of experimental data for the lifetimes of
the FM state and skyrmions in Pd/Fe/Ir(111)[20] (green and
red filled circles, respectively) and those obtained via atom-
istic spin simulations (green and red lines) based on HTST
with DFT-calculated parameters for all magnetic interactions.
The numerically obtained lifetimes have been evaluated at an
effective temperature of Teff = 54.3 K which simulates the
effect of hot electron injection [25].

two possible saddle points per unit cell, which leads to a
factor for the mean FM lifetime of σ = 2Nuc = 2(N−1)2.
We have used the value of σ as a fitting parameter in or-
der to match the experimental data for the lifetime of the
FM state. The effective temperature has been fixed to
the value obtained from the fit of the skyrmion lifetime,
i.e. Teff = 54.3 K.

A value of σ−1 = 4.5 · 10−3, which corresponds to
N ≈ 12, yields good agreement between the simula-
tion and the experiment (cf. green curve in Fig. 7). So
by assuming that all unit cells underneath the STM tip
have the same probability to be the central location of
the saddle point and that all transitions are activated
thermally, the scaling factor σ indicates, that transi-
tions in an area of 12 × 12 atoms are responsible for
the measured lifetime. Considering the lattice constant
aIr = 0.275 nm of Ir, this results in a nucleation area of
about Anuc = (NaIr)

2 sin π
3 ≈ 9.43 nm2 on the hexago-

nal lattice. This area is on the same order of magnitude
as that of the skyrmion based on the radius of about
2.3 nm (Fig. 5) for the given range of magnetic fields.
Nevertheless the STM-tip’s real electric field is inhomoge-
nous and this estimation of the nucleation area must be
understood as an approximation. Note, that a similar
scaling factor for the skyrmion creation transition rates
has been used in Ref. [25], which was based on exper-
imentally determined nucleation area and led to good
agreement between theory and experiment. We conclude
that our atomistic spin simulations based on a spin model
fully parametrized from DFT calculations provide quan-
titatively good description of the creation and collapse
rates of skyrmions in Pd/Fe/Ir(111).
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Figure 8. (a) Phase diagram at Teff = 54.3 K for the elec-
tric and magnetic field dependence of skyrmion (red), spin
spiral (blue) and FM (green) phases in Pd/Fe/Ir(111). The
dashed line indicates, where the energies of FM and Sk state
are equal. The solid line indicates, where the temperature
dependent static distributions are equal. (b) The free en-
ergy differences of Sk and FM states shown for zero electric
field (grey) and E = ±0.5 V/Å. (c) Static distributions for
the same electric fields. (d) Characteristic time for thermally
activated transitions between Sk and FM state.

F. Electric-field assisted switching

Finally, we model the effect of the electric field on
the switching rates of the FM and skyrmion state in
Pd/Fe/Ir(111). For this purpose, we use DFT-calculated
values of the exchange constants obtained for electric
fields of E = ±0.5 V/Å [47]. For fcc-Pd/Fe/Ir(111)
the values are given in Tab. I. We modify only the ex-
change constants here since it was found within the DFT
calculations that the DMI and the MAE are influenced
much less. This can be understood based on the spin-
dependent screening of the electric field at the surface lay-
ers of Pd/Fe/Ir(111). Since the screening charge is only
significant in the first and second atomic layer (compare
e.g. Ref. [40]), only the Pd/Fe interface is much affected.
The hybridization at this interface has a strong effect on



9

∆J1/∆E ∆J2/∆E ∆J3/∆E ∆J4/∆E ∆J5/∆E
0.58 0.0 −0.01 −0.02 0.05

Table I. Slopes for shell resolved exchange interaction param-
eters Jn over an applied electric field E perpendicular to the
surface, estimated by DFT calculations for fcc-Pd/Fe/Ir(111)

[47]. The slopes are in units of meV/(V/Å).

the exchange constants in the Fe layer [46, 54], however,
it provides only a small contribution to the interactions
of relativistic origin such as the DMI and MAE since Pd
is a 4d transition metal. In contrast, the Fe/Ir interface
is already effectively screened from the electric field and
thus provides only a minor contribution to the changes
of the magnetic interactions. The variation of the differ-
ent magnetic interactions due to the applied electric field
can be explained based on the spin-dependent screening
charge in the film as discussed in detail in Refs. [36, 40].
Note, that electric-field effects on the exchange interac-
tion which are even by a factor of about two larger than in
Pd/Fe/Ir(111) have been reported based on DFT studies
for film systems with a Co [36] or an Fe [40] monolayer
directly at the surface. The induced change in the ex-
change constant J1 amounts to ∆J1 = ±0.29 meV for
an electric field of E = ±0.5 V/Å (cf. Tab. I). This
corresponds to a relative variation of only ∼ 2%.

First, we have obtained the zero-temperature magnetic
phase diagram as a function of the electric field [Fig. 8(a)]
using the field-dependent variation of the exchange inter-
actions, ∆Ji/∆E , from DFT (Table I) and assuming a
linear field dependence. The phase boundary between the
skyrmion and FM phase is given by the condition of equal
skyrmion nucleation and annhilation rates which includes
the attempt frequencies as discussed in Section III D and
the scaling factor σ. The transition rates have been eval-
uated at an effective temperature of Teff = 54.3 K as in
the previous section to simulate the effect of hot electron
injection in an STM [25]. For comparison, the dashed
line in Fig. 8(a) indicates the locus of equal energies of
the skyrmion lattice and FM phase obtained as in Fig. 3.
The difference in position and slope of these two lines
arises from pre-exponential factor and its dependence on
the exchange interactions (Fig. 5). The slope ∂BC/∂E
of the change of the critical magnetic field BC with the
electric field amounts to −1.06 T/(V/Å). This value is
quite significant in agreement with our systematic study
(Fig. 3).

The transition rates are calculated at Teff = 54.3 K
for electric fields E = ±0.5 V/Å with modified exchange
interactions according to Tab. I. In order to show, that
an electric field can be used to write or delete individ-
ual skyrmions, we go beyond discussing how the ratio
of transition rates changes and to quantify the switching
probability. We therefore compute the probability P Sk

∞
for finding a skyrmion at a time t → ∞. This quantity
can be calculated based on the Master equations [55] and
the transition rates for the two-state system given by the

skyrmion and the FM state:

dpA(t;x)

dt
= −pA(t;x)ΓA→B + pB(t;x)ΓB→A (12)

dpB(t;x)

dt
= −pB(t;x)ΓB→A + pA(t;x)ΓA→B (13)

where py(t;x) is the time dependent probability to find
the system in state y = A,B after has been initialised in
the state x = A,B at t = 0. As shown in Ref. [55] this
system of equations can be solved analytically

pA(t;x) = pA(0;x)
ΓB→A + ΓA→Be−ωt

ω

+pB(0;x)
ΓB→A (1− e−ωt)

ω
(14)

with ω = ΓA→B + ΓB→A = t−1
c being the inverse of the

characteristic time tc. The stationary distribution is then
defined as the probability to find the system in either
state A or B once it reached thermal equilibrium after
initialisation. Note that this quantity is independent of
the initial state x, chosen e.g. by setting py(t0;x) = 1 if
x = y and zero otherwise

PA
∞ = lim

t→∞
pA(t; A) = lim

t→∞
pA(t; B) =

ΓB→A

ω
(15)

and respectively PB
∞ = 1−PA

∞. Therefore, the stationary
distribution can be directly computed from the transition
rates.

Taking the scaling of the nucleation rates by the factor
σ from Sec. III E into account and using the relation to
the free energy from Eq. (11), the stationary distribution
for skyrmions in harmonic approximation to the energy
takes the form of an Fermi-Dirac distribution with re-
spect to the free energy difference of skyrmion and FM
state

P Sk
∞ =

σΓFM→Sk

σΓFM→Sk + ΓSk→FM
(16)

=
1

1 + e−β(FFM−FSk)−lnσ
. (17)

Here the scaling factor σ acts as a shift for the distribu-
tion. Note, that P Sk

∞ does not depend on information on
the saddle point itself.

The free energy difference of the skyrmion and the FM
state can be computed from the transition rates by rear-
ranging Eq. (11) and the result is shown in Fig. 8(b). It
can be observed, that the free energy difference of states
is not a perfect linear function with respect to the ex-
ternal magnetic field, but rather a polynomial of higher
degree. Because of this, the form of the probability func-
tions shown in Fig. 8(c) are not perfect Fermi-Dirac dis-
tributions with respect to the magnetic field.

We want to evaluate the probabilities for a fixed mag-
netic field, in order to quantify the influence of electric
fields on the probability to write or delete a skyrmion in
Pd/Fe/Ir(111). We choose B = 3.89 T as working point,
because at zero electric field the probability for finding a
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skyrmion is then given by P Sk
∞ = PFM

∞ = 0.5. In fact, we
observe in Fig. 8(c), that applying an electric field with

negative sign of E = −0.5 V/Å leads to a probability of
∼ 96% for finding a skyrmion, while applying an elec-
tric field of E = +0.5 V/Å leads to a probability of also
∼ 96% for finding the FM state present. This behavior
is illustrated by the marked points in Fig. 8(c). There-
fore, our calculations demonstrate that for Pd/Fe/Ir(111)
an electric-field assisted nucleation and annihilation of
skyrmions is possible, if the magnetic field is chosen in
the vicinity of the critical magnetic field as in the STM
experiments of Romming et al. [4]. This switching comes
along with a transition between the phases, as indicated
by the phase diagram in Fig. 8(a).

The qualitative agreement between the calculated
skyrmion probability function at electric fields of E =
±0.5 V/Å [Fig. 8(c)] and the experimentally obtained
probability curves at bias voltages of U = ±0.6 V (Fig. 4c
of Ref. [4]) is remarkable. Note, that the sign of the
shift agrees between experiment and simulation since a
negative bias voltage in the experiment corresponds to a
positive electric field and vice versa [4, 33] (cf. Fig. 1).

In the experimental data the magnetic field shift be-
tween the two probability curves at opposite bias volt-
ages amounts to about ∆B ≈ 0.1 T. In our simulations,
the shift between the curves at the opposite electric field
values is about 1 T, i.e. by a factor of 10 larger. There-
fore, already a smaller electric field of only E = 0.05 V/Å
would be sufficient to explain the magnitude of the ex-
perimental effect. This is a reasonable value at the given
experimental bias voltage of U = 0.6 V since the tip-
surface distance is d ≈ 5 to 10 Å, i.e. E ≈ −U/d = 0.06

to 0.12 V/Å. Therefore, the agreement of our simula-
tions based on DFT-calculated parameters is even quan-
titatively very good.

The characteristic time tc can be computed from tran-
sition rates. It indicates, how long it takes the system to
reach thermal equilibrium after being initialised in one of
the two possible states. Therefore it can be interpreted
as the average switching time for nucleation and annihi-
lation processes, if one considers only thermally activated
transitions. In Fig. 8(d) it can be observed, that the char-
acteristic time varies over two to three orders of magni-
tude in the interesting range of magnetic fields. For each
electric field the switching time is maximal, when the
stationary distribution holds P Sk

∞ = PFM
∞ = 0.5. Since at

this point none of the states is favoured over the other,
this finding is in good agreement with physical intuition.
We also observe, that applying a positive electric field
at B = 3.89 T leads to no significant changes in the
switching time, while applying a negative field reduces
it. Therefore we can conclude, that electric field assisted
nucleation and annihilation processes can occur on dif-
ferent time scales.

In other ultrathin film systems the DMI and the MAE
may also contribute to the electric-field assisted switch-
ing as investigated in terms of the transition rates in the
first part of section III. The interplay of the electric-field

induced changes of exchange, DMI, and MAE may then
– depending on the electronic structure of the system –
either increase or decrease the total effect on the transi-
tion rates. However, the solution of the Master equations
and the form of the probability function presented in this
section will not be affected since it depends only on the
difference between the free energies of the skyrmion and
FM state.

IV. CONCLUSIONS

We investigated electric-field assisted thermally acti-
vated nucleation and annihilation of magnetic skyrmions
in the ultrathin film system Pd/Fe/Ir(111) based on an
atomistic spin model with all magnetic interaction con-
stants obtained from DFT. The transition rates were
calculated by the combination of atomistic spin dy-
namics simulations, the geodesic nudged elastic band
method and harmonic transition state theory. The cal-
culated magnetic field dependent skyrmion lifetimes for
Pd/Fe/Ir(111) are in good agreement with experimental
STM data of Ref. [20].

Our study shows that the electric-field induced change
of the exchange interaction may play a more crucial role
for switching than assumed in previous studies, which
only considered the effect of the DMI. The field-induced
variation of the magnetic interactions shifts the critical
magnetic fields between the spin spiral, the skyrmion lat-
tice, and the field-polarized (ferromagnetic) phase. They
also have significant influence on the activation energies
and the pre-exponential factors for creation and collapse
of skyrmions. The ratio of skyrmion nucleation and an-
nihilation rates which is crucial for thermally activated
switching assisted by an electric field is shown to be di-
rectly related to the free energy difference between the
skyrmion and the FM state. Depending on the sign of
the electric field, the ratio favors either the skyrmion or
the FM state which supports field assisted switching.

We simulated the electric-field assisted switching by
calculating the skyrmion probability as a function of the
magnetic field based on the Master equations. We used
the transition rates obtained numerically with the DFT-
calculated parameters of the magnetic interactions for
Pd/Fe/Ir(111) at electric fields of E = ±0.5 V/Å. The
probability function can be related to the free energies
of the skyrmion and the FM state and it resembles a
Fermi-Dirac distribution.

The effect of the electrical field on writing and delet-
ing of skyrmions obtained from our simulations for
Pd/Fe/Ir(111) is significant and can explain the exper-
imental observations in Ref. [4]. Note that these STM
experiments were performed using magnetic tips and
the writing and deleting of magnetic skyrmions was at-
tributed to the spin-transfer torque effect. In order
to distinguish between both effects experimentally non-
magnetic tips are required as in the experiments reported
in Ref. [33]. Our study suggests that electric fields play
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a more significant role for skyrmion writing and delet-
ing in STM experiments than anticipated previously [4]
and that the electric-field induced change of the exchange
interaction can be essential.

ACKNOWLEDGEMENT

The authors thank H. Jónsson for fruitful discus-
sions. We gratefully acknowledge financial support
from the Deutsche Forschungsgemeinschaft (DFG, Ger-
man Research Foundation) via Project No. 414321830
(HE3292/11-1), the Icelandic Research Fund (Grants No.
217750 and No. 184949), the University of Iceland Re-
search Fund (Grant No. 15673), the Russian Science
Foundation (Grant No. 19-72-10138), and the Swedish
Research Council (Grant No. 2020-05110).

Appendix A: Interaction parameters

The shell resolved exchange and DMI constants for fcc-
Pd/Fe/Ir(111) are taken from DFT as given in Ref. [41]
and listed in Table II. The magnetocrystalline anisotropy
constant is K = 0.7 meV and favors a magnetization
perpendicular to the surface. The magnetic moment for
each spin has been set to M = 3.0µB as in Ref. [41].

Shell n Jn (meV) Dn (meV)
1 14.4046 1.0
2 −2.48108 -
3 −2.68507 -
4 0.520605 -
5 0.73757 -
6 0.277615 -
7 0.160881 -
8 −0.57445 -
9 −0.212654 -

Table II. List of magnetic interaction constants for fcc-
Pd/Fe/Ir(111) determined from DFT as given in Ref. [41].

Appendix B: Transition rate via free energy
difference

Consider a system of N magnetic moments coupled to
a heat bath of temperature T and that is in a state A.

The partition function ZA of that state is defined by

ZA = Y

∫ ∞
−∞

e−βE
A

dEA (B1)

= Y

∫ ∞
−∞

exp

(
−β

[
EA

0 +

2N∑
n=1

Ωn
2
q2
n

])
dq1 . . .(B2)

= Y e−βE
A
0

2N∏
n=1

∫ ∞
−∞

exp

(
−βΩn

2
q2
n

)
dqn︸ ︷︷ ︸

=:ZA
n

(B3)

= Y e−βE
A
0

2N∏
n=1

ZA
n (B4)

with normalisation constant Y . Here we used, that due
to the harmonic approximation to the energy E = E0 +
1
2

∑
Ωnq

2
n we can separate the integrals, where Ωn are

the Hessian eigenvalues and qn the normal coordinates
of the n.th mode.

For the transition state however the situation is dif-
ferent. The dividing surface for a reaction is defined as
the (2N − 1)-dimensional hyperplane perpendicular to
the unstable mode of the transition state SP. In order to
define the partition function for this state in 2N coordi-
nates, we assume a subspace of thickness ξ surrounding
the dividing surface in the direction of the unstable mode.
According to [52] the partition function for the transition
state is given by

ZSP = ξZ‡ = ξY e−βE
SP
0

2N∏
n=2

Z‡n (B5)

where Z‡ is the partition function of the (2N − 1)-
dimensional dividing surface. From these partition func-
tions, we compute the difference in internal energy
∆UA→B, free energy ∆FA→B and entropy ∆SA→B of
initial state A and transition state SP restricted to the
dividing surface

∆FA→B = −kBT
(
lnZ‡ − lnZA

)
(B6)

= ∆EA→B − kBT ln

(∏2N
n=2 Z

‡
n∏2N

n=1 Z
A
n

)
(B7)

∆SA→B = −∂∆FA→B

∂T
(B8)

= kB ln

(∏2N
n=2 Z

‡
n∏2N

n=1 Z
A
n

)
+
kB
2

∆NA→B
>0 (B9)

∆UA→B = − ∂

∂β

(
lnZ‡ − lnZA

)
(B10)

= ∆EA→B +
kBT

2
∆NA→B

>0 (B11)

with energy barrier ∆EA→B = ESP
0 − EA

0 and the dif-
ference in the number of harmonic degrees of freedom

∆NA→B
>0 = N‡>0 −NA

>0. The expressions above fulfill

∆FA→B = ∆UA→B − T∆SA→B (B12)
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For deriving Eq. (B7),(B9), and (B11) we considered the
internal temperature dependence of the partition func-
tions from Eq. (4)

∂Zn
∂T

=

{
Zn

2T if Ωn > 0
0 if Ωn = 0

(B13)

∂Zn
∂β

=

{
−Zn

2β if Ωn > 0

0 if Ωn = 0
(B14)

consequently leading to

∂

∂T
ln

(
2N∏
n=1

Zn

)
=

2N∑
n=1

1

Zn

∂Zn
∂T

=
1

2T
N>0 (B15)

∂

∂β
ln

(
2N∏
n=1

Zn

)
= − 1

2β
N>0 (B16)

Here the number of non-zero derivatives is given by the
number N>0 of Hessian eigenmodes with Ωn > 0. Fur-
thermore the expression for the transition rate in HTST
[Eq. (2)] can be written in terms of free energy using
Eq. (B7)

ΓA→B =
v√
2πβ

∏2N
n=2 Z

SP
n∏2N

n=1 Z
A
n

exp
(
−β∆EA→B

)
(B17)

=
v√
2πβ

exp
(
−β∆FA→B

)
(B18)
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S. Blügel, Nat. Phys. 7, 713 (2011).

[4] N. Romming, C. Hanneken, M. Menzel, J. E. Bickel,
B. Wolter, K. von Bergmann, A. Kubetzka, and
R. Wiesendanger, Science 341, 636 (2013).

[5] A. N. Bogdanov and D. Yablonskii, Sov. Phys. JETP 68,
101 (1989).

[6] A. Bocdanov and A. Hubert, Phys. Stat. Solidi (b) 186,
527 (1994).

[7] J. Grollier, D. Querlioz, K. Camsari, K. Everschor-Sitte,
S. Fukami, and M. D. Stiles, Nat. Electron. 3, 360 (2020).

[8] D. Pinna, F. A. Araujo, J.-V. Kim, V. Cros, D. Querlioz,
P. Bessière, J. Droulez, and J. Grollier, Phys. Rev. Appl.
9, 064018 (2018).

[9] K. M. Song, J.-S. Jeong, B. Pan, X. Zhang, J. Xia,
S. Cha, T.-E. Park, K. Kim, S. Finizio, J. Raabe, et al.,
Nat. Electron. 3, 148 (2020).

[10] A. Fert, V. Cros, and J. Sampaio, Nat. Nanotechnol. 8,
152 (2013).

[11] R. Tomasello, E. Martinez, R. Zivieri, L. Torres, M. Car-
pentieri, and G. Finocchio, Sci. Rep. 4, 6784 (2014).

[12] P. F. Bessarab, G. P. Müller, I. S. Lobanov, F. N. Ry-
bakov, N. S. Kiselev, H. Jónsson, V. M. Uzdin, S. Blügel,
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