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Abstract—Deep learning (DL) has heavily impacted the data-intensive field of remote sensing. Autoencoders are a type of DL methods that have been found to be powerful for blind hyperspectral unmixing (HU). HU is the process of resolving the measured spectrum of a pixel into a combination of a set of spectral signatures called endmembers and simultaneously determining their fractional abundances in the pixel. This article details the various autoencoder architectures used in HU and provides a critical comparison of some of the existing published blind unmixing methods based on autoencoders. Eleven different autoencoder methods and one traditional method will be compared in blind unmixing experiments using four real datasets and four synthetic datasets with different spectral variability. Additionally, extensive ablation experiments with a simple spectral unmixing autoencoder will be performed. The results are interpreted in terms of the various implementation details, and the question of why autoencoder methods are so powerful compared to traditional methods is unraveled. The source codes for all methods implemented in this article can be found at https://github.com/burknipalsson/hu_autoencoders.
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I. INTRODUCTION

OVER the last decade, deep learning (DL) has opened new possibilities in processing data in data-intensive fields, such as hyperspectral imaging. Hyperspectral imaging belongs to imaging spectrometry, where an entire spectrum is acquired at every pixel. The technique has been defined by Goetz et al. [1] as “the acquisition of images in hundreds of contiguous, registered, spectral bands such that for each pixel a radiance spectrum can be derived.”

Hyperspectral remote sensing is a passive remote sensing technique that combines spectroscopy and digital photography. As a remote sensing application, it involves extracting information from scenes on the surface of the earth. Because of the high spectral resolution, hyperspectral imaging data are very high dimensional and large in size compared to data from other imaging techniques. This high dimensionality, along with both linear and nonlinear spectral mixing, requires sophisticated data analysis methods. These methods are often in the form of nonconvex optimization and modeling [2].

The main topics within hyperspectral remote sensing are classification, data fusion, spectral unmixing, target detection, and physical parameter retrieval [3]. Hyperspectral imaging is not confined to remote sensing. It has applications in agriculture and the food industry, biotechnology, medical sciences, the pharmaceutical industry, manufacturing, and forensic science [4]–[9].

Due to the high spectral resolution of hyperspectral images (HSIs), it is possible to determine which pure materials (endmembers) are present in a scene. However, due to the low spatial resolution of HSIs, a single pixel often contains multiple endmembers. Therefore, determining the spectra of the endmembers in an HSI and their proportions in each pixel, i.e., their abundances, is a challenging inverse problem, which is the central problem of hyperspectral unmixing (HU). As a result, HU methods often determine only the endmembers, and their abundances are then subsequently determined by another method using the extracted endmembers. Methods that determine both the endmembers and their abundances simultaneously are known as blind unmixing methods.

The problem of blind HU can be formulated as a nonnegative matrix factorization (NMF) problem, a type of blind source separation problem. The idea of autoencoders has been around since the 1990s [10], and they are neural networks [11] well suited for solving aforementioned problems.

An autoencoder consists of an encoder that generates a compressed representation of its input and a decoder that reconstructs the input from the representation. By imposing a bottleneck in the network, the network is forced to discover and learn to leverage any structure present in the data, resulting in compressed knowledge representations in the bottleneck itself. Applications of autoencoders include dimensionality reduction, feature extraction, image generation, data compression, and many more [12], [13].

The first autoencoder-based method for HSI classification was published in 2014 [14], where an autoencoder was used for feature extraction. Autoencoders are commonly used for feature extraction and dimensional reduction in hyperspectral classification [15]. Works based on autoencoders for pan-sharpening and image fusion start to appear in 2015 with the method in [16] among the first to be published. Use of autoencoders for change and anomaly detection appears much later or in 2018, with [17] being among the first publications; similar for target
detection, with [17] from 2018 being among the first papers to utilize autoencoders. The first published method using an autoencoder for HU dates back to 2015 [18], and now, six years later, more than two dozen papers have been published on HU using autoencoders.

In recent years, excellent reviews have been published on traditional HU methods; examples include [19]–[26]. The work [19] reviews nonlinear HU methods. In [20], efforts to incorporate spatial information are reviewed. The paper [21] gives a good review of HU in general. The work in [22] gives a comprehensive exploration of all of the major unmixing approaches and their applications. The papers [23] and [24] focus on endmember variability in HU and review how it can be addressed, and the work [25] gives a signal processing perspective on HU. Finally, [26] gives a comprehensive review on spectral variability.

There have also been reviews published on DL in remote sensing in general and for hyperspectral imaging, as [15] and [27]. The only review paper focusing on DL for spectral unmixing is [28]. The work [2] is a good review of interpretable hyperspectral artificial intelligence. This article attempts to give a comprehensive overview of autoencoder architectures and provide a critical comparison of autoencoder-based methods for HU, with a particular focus on blind methods. Recent autoencoder-based methods will be catalogued, discussed, and compared in experiments with both synthetic and real datasets. Nonblind methods using DL techniques are discussed, but the experiments will only involve blind methods.

**Notation:** The notation shown below will be used in this article.

- $P$: Number of pixels in an HSI
- $B$: Number of bands in an HSI
- $R$: Number of endmembers to estimate
- $A$: The matrix of endmembers
- $S$: The matrix of abundances
- $a_i$: Endmember $i$
- $s_{mp}$: Abundance vector of pixel $p$
- $x_p$: Spectrum of pixel $p$
- $g_j$: Activation function
- $z_{j}^{(l)}$: Activation of unit $j$ in layer $l$
- $W^{(l)}$: Weights of layer $l$

**II. HYPERSONTICAL UNMIXING**

**A. Hyperspectral Imaging**

Airborne or spaceborne hyperspectral sensors simultaneously acquire images in up to several hundred contiguous spectral bands. The sensors capture both the light emitted and the light reflected by objects as a spectrum consisting of several hundreds of channels. This results in a spectral response curve for each pixel in the image. Because the measured signal from the surface is affected by atmospheric effects, such as clouds, water vapor, and aerosols, it is converted to reflectance. Reflectance is defined as the ratio between the flux coming from the surface and the incidental flux. This makes it an intrinsic property of the materials being imaged. This conversion minimizes the effects of the imaging conditions.

Since every pixel in an HSI corresponds to a spectral response curve, the image itself is a 3-D cube of either radiance or reflectance values. The reflectance spectra of pure materials are known as *endmembers*. Because of the low spatial resolution of hyperspectral sensors, a pixel usually contains multiple endmembers. This makes the spectrum of the pixel some combination of the endmembers, and the pixel is said to be mixed. The proportional area of the pixel that each endmember covers is known as the *abundance fraction* of the endmember.

**B. Mixing Models**

The problem HU aims to solve arises from the fact that limited spatial resolution leads to mixed pixels. In what manner this spectral mixing happens and what assumptions can be made regarding it is central to unmixing and is captured through the so-called mixing models. There are linear mixing model (LMM) and nonlinear mixing models, with the LMM being the most widely used because of its simplicity and effectiveness.

1) Linear Models: Linear mixing is valid when the mixing scale is macroscopic, and the incident light only interacts with one pure material [19]. The spectral mixing occurs within the sensor because the resolution is not fine enough to separate the materials. Under the LMM, the spectrum of a pixel $x_p$ of an HSI $Y \in \mathbb{R}^{R \times H \times B}$ having $B$ bands is modeled as a convex combination of $R$ endmembers $a_m \in \mathbb{R}^{B \times 1}$ as

$$x_p = \sum_{m=1}^{R} s_{mp} a_m + \epsilon_p$$

where the abundance fractions, $s_{mp}$, of pixel, $x_p$, must satisfy the following two physically inspired constraints: $s_{mp} \geq 0$ or abundance nonnegativity constraint (ANC) and $\sum_{m=1}^{R} s_{mp} = 1$ or abundance sum-to-one constraint (ASC). $\epsilon_p$ is noise. This can also be written as a matrix-vector multiplication as

$$x_p = As_p + \epsilon_p$$

where $A \in \mathbb{R}^{B \times R}$ is the endmember matrix having the endmembers in its columns and $s_p$ is the abundance vector. The main drawback of the LMM is its inability to represent spectral variability, such as variations due to varying illumination conditions. There are other extended and augmented LMMs that can model spectral variability, such as the perturbed LMM in [29], the extended linear model in [30], the augmented model in [31], and the data-dependent multiscale model in [32].

2) Nonlinear Models: When the mixing scale is not macroscopic as for intimate mixtures of materials, or the incident light scatters off multiple materials, nonlinear models are needed [19], [33]. Usually, only bilinear interactions are modeled, i.e., when light reflected off one material reflects off another, a case of secondary illumination. Models that model bilinear interactions are called bilinear models [34]–[36].

Another case is intimate mixtures of grains or particles in close contact with each other, e.g., mineral particles in sand and soil. Light in such mixtures will typically interact multiple times with the particles making up the mixture before reaching the observer.
The modeling of the optical characteristics of intimate mixtures is highly nontrivial. The Hapke model [37] is one example.

An example of a general nonlinear model is

\[ x_p = \Theta(A, s_p) + \epsilon_p \]  

(3)

where nonlinear interactions between the endmembers in \( A \) are given implicitly by the function \( \Theta \) and parameterized by the abundance vector \( s_p \). This article is only concerned with a restriction of (3) to the post-nonlinear structure given by

\[ x_p = \Psi(As_p) + \epsilon_p \]  

(4)

where \( \Psi \) is a nonlinear function acting on the linear transform \( As_p \). The Hapke model can be considered a special case of (4) [38]. Later, it will be seen that (4) allows for easier extraction of the endmember matrix \( A \) and the abundances \( s_p \) than the general model (3).

### C. Spectral Unmixing Methods

Often the first step in HU is to determine how many endmembers are in a given HSI. The most common methods for this are the method of virtual dimensionality [39], hyperspectral signal identification with minimum error method [40], the likelihood maximization method [41], and hyperspectral subspace identification using SURE [42].

Traditional methods for spectral unmixing are often grouped into three main categories, with the categories defined by how the problem is interpreted [21]. Among the earliest methods are the sparse regression methods that seek to express the observed spectra as linear combinations of known spectral signatures from spectral libraries [43]–[46]. Methods based on compressed sensing, such as [47]–[49], also belong to this category of sparse regression methods.

Another category of methods is geometrical methods. These methods are centered around the observation that the spectral vectors generated according to the LMM lie in an \( R - 1 \) simplex in \( R^{D \times 1} \) with the endmembers at the vertices. Geometrical methods can be further categorized into pure pixel methods or minimum volume simplex methods based on whether they rely on the presence of pure pixels, i.e., the spectra of pure materials in the data or not. A well-known and widely used pure pixel method is the vertex component analysis (VCA) [50], while minimum volume simplex analysis [51] is an excellent example of a minimum volume technique.

Further examples are \( \ell_1/2 \) and \( \ell_q \) sparsity constrained minimum volume methods in [52] and [53], respectively. The last category of traditional methods is statistical methods, which reformulate the unmixing problem as an inference problem [54]–[56]. Because of the nonnegativity constraint in mixing models, NMF has been widely used by blind unmixing methods [52], [53], [57]. Most statistical approaches to unmixing are either variants or some extensions of NMF.

### III. AUTOENCODERS

Fig. 1 shows a schematic of an autoencoder. An autoencoder consists of two parts: an encoder and a decoder. The encoder, \( G_E \), encodes the input, \( x_p \), into a latent code or a hidden representation, \( h_p = G_E(x_p) \), in a latent space of typically much lower dimension. The decoder, \( G_D \), must then reconstruct the original input from the latent code, \( \hat{x}_p = G_D(h_p) \), to minimize the loss

\[ \mathcal{L}(x_p, G_D(G_E(x_p))) \]  

(5)

where \( \mathcal{L}(x_p, \hat{x}_p) \) is some measure of the discrepancy between the original input \( x_p \) and the reconstruction by the autoencoder, \( \hat{x}_p \). If \( W_E \) denotes the weight matrix of the encoder and \( W_D \) denotes the weight matrix of the decoder, the forward pass of the simple autoencoder in Fig. 1 can be written as

\[ \hat{x}_p = g_D(W_D(g_E(W_E x_p))) \]  

(6)

where \( g_E \) and \( g_D \) are the activation functions of the hidden layer and the output layer, respectively. The reconstruction loss is indifferent to latent space characteristics; therefore, generally, we need additional constraints to ensure that the autoencoder learns meaningful representations, i.e., that it learns the data manifold.

Thus, using appropriate regularization can force the autoencoder to learn the necessary variations to reconstruct training examples. We want a balance between accurate reconstruction and staying on the data manifold. The regularized loss has the form

\[ \mathcal{L}_{\text{regularized}}(x_p, \hat{x}_p) = \mathcal{L}(x_p, \hat{x}_p) + \lambda J(h_p, W_E, W_D) \]  

(7)

where \( J(h_p, W_E, W_D) \) is some penalty that can be a function of the activities of the units in the bottleneck layer, the weights of the decoder, or the encoder, and \( \lambda \) is the tuning parameter, which controls how strong the regularization is.

Now, if we wish to perform spectral unmixing using an autoencoder, such as in Fig. 1, it is easy to derive the basic architecture of the autoencoder by comparing the forward pass given by (6) to the LMM given by (2). The activation function of the decoder, \( g_E \), is required to be linear; therefore, \( A = W_D \) and \( s_p = g_E(W_E x_p) \).

The encoder encodes the input spectrum to a latent code that can be interpreted as the abundance fractions. The linear decoder layer then reconstructs the input as a convex combination of
the columns of its weights matrix (the endmembers) with the abundance fractions as the coefficients. The simple autoencoder, however, fails to satisfy the ANC and ASC constraints. Hence, a more sophisticated architecture is needed to fully implement the LMM.

The next few sections will give a brief overview of different types of autoencoder that have been used for HU.

A. Sparse Nonnegative Autoencoders

It is possible to make autoencoders discover and utilize structures in the data without having a bottleneck layer with fewer units than the input layer. This is done by forcing the activations in the hidden layers to be sparse. Fig 2 shows a schematic of such an autoencoder. This again results in an information bottleneck that prevents the autoencoder from just learning the identity function.

However, since the number of bands in an HSI is much greater than the number of endmembers to estimate, sparse autoencoders for unmixing use a sparse bottleneck layer, i.e., a layer that has much fewer units than the input layer, and which is required to be sparse via a regularizing term in the loss function such as $\ell_1$-norm penalty on the activities of the units in the bottleneck layer.

In order to satisfy the ANC constraint, the abundance fractions, i.e., the output of the encoder part, must be nonnegative. This can be done in more than one way. One way is to select an activation function for the last encoder layer that outputs only nonnegative numbers such as the rectified linear unit (ReLU) activation [58] given by

$$\text{ReLU}(z_i) = \max(0, z_i)$$

or the sigmoid activation function given by

$$\text{sigmoid}(z_i) = \frac{e^{z_i}}{1 + e^{z_i}}.$$  

Another way is to let the implementation of the ASC constraint also take care of the ANC constraint. Using, e.g., the softmax activation function

$$\sigma(z)_i = \frac{e^{z_i}}{\sum_j e^{z_j}}$$

to implement the ASC constraint ensures that the abundance fractions sum-to-one and that they are nonnegative. Later in this article, different ways to implement the ASC constraint will be discussed.

It is also necessary to make sure that the weights of the decoder are all nonnegative as they correspond to the endmembers, which represent reflectance values and must, therefore, be nonnegative. This can be done in two ways: employing a nonnegativity kernel constraint or weights clamping in the DL framework used to implement the method and using a regularization that penalizes negative weights. The sparse autoencoder that satisfies all of these nonnegativity constraints is known as a sparse nonnegative autoencoder.

Such an autoencoder is effectively implementing NMF. It factors the observed HSI into the product of two nonnegative matrices, namely, the nonnegative matrix of abundance fractions and the mixing matrix having the endmembers as its columns. Such autoencoders are widely used in problems that can be solved through NMF, such as various blind separation problems [59], [60].

B. Variational Autoencoders

The latent space of traditional autoencoders is irregular, making them unsuitable as generative models [61]. Here, irregular means that two points close in latent space are not necessarily encoded to points close together in the latent space. Variational autoencoders (VAEs) [62] solve this problem by utilizing regularized training that ensures that the latent space has good properties.

Fig. 3 shows the probabilistic graphical model for VAEs. The VAE contains a probability model of data $x$ and latent variables $h$. The joint probability distribution of $x$ and $h$, $p(x, h)$, factorizes over the graph as $p(x, h) = p(x|h)p(h)$. Only $x$ is observed as indicated by the shaded circle, and we wish to infer the characteristics of $h$, i.e., the conditional probability distribution $p(h|x)$

$$p(h|x) = \frac{p(x|h)p(h)}{p(x)}$$

where the evidence $p(x) = \int p(x|h)p(h)dh$ is an intractable distribution. However, $p(h|x)$ can be approximated with a
tractable distributions \( q(h|x) \) by minimizing the Kullback–Leibler (KL) divergence between \( p(h|x) \) and \( q(h|x) \) as
\[
\min KL(q(h|x)||p(h|x)). \tag{12}
\]
It is easy to show that minimizing the KL divergence above is equal to maximizing the following expression known as the variational lower bound:
\[
\mathbb{E}_{q(h|x)}[\log p(x|h)] - KL(q(z|x)||p(h)). \tag{13}
\]
We can use neural networks to parameterize \( q(h|x) \) as \( q_\theta(h|x) \) (encoder) and \( p(x|h) \) as \( p_\theta(x|h) \) (decoder). The reconstruction of \( x \) is then \( \hat{x} \sim p_\theta(x|h) \). The first term in (13) is the reconstruction loss \( \mathcal{L}(x, \hat{x}) \), and the second term can be viewed as a regularization term that ensures that \( q(h|x) \) is similar to \( p(h) \). The loss of the networks is then given by the negative of (13) as minimizing its negative is equivalent to maximizing it or
\[
\mathcal{L}_{\text{total}}(x, \hat{x}) = \mathcal{L}(x, \hat{x}) + \sum_j KL(q_{\phi_j}(h|x)||p(h)) \tag{14}
\]
where the sum is over the dimensions of the latent space and \( p(h) \) is usually chosen as an unit Gaussian distribution as it gives a closed form of the KL term and the reconstruction loss becomes the mean squared error (MSE) loss.

C. Adversarial Autoencoders

An adversarial autoencoder is an approach that borrows ideas from generative adversarial networks (GANs) to turn a standard autoencoder into a useful generative model [63]. A schematic of an adversarial autoencoder is shown in Fig. 4. Here, \( p(h) \) is some prior distribution that we want to impose on the codes \( h \). The upper part of the figure is a standard autoencoder that tries to reconstruct its input \( x \). It has an encoder model, \( q_\phi(h|x) \), which produces a latent code \( h \), and a decoder model, \( p_\theta(x|h) \), which reconstructs the input from the latent code. The encoder model defines an aggregated posterior \( q(x) \) as
\[
q(x) = \int q_\phi(h|x) p_d(h|x) dh \tag{15}
\]
where \( p_d(h) \) is the probability density function of the data.

An adversarial autoencoder is obtained by regularizing the autoencoder described above by matching the aggregated posterior \( q(x) \) to some arbitrary prior distribution \( p(h) \) [63]. This is done by borrowing the concept of an adversarial network from GANs. The network labeled \( D \) in Fig. 4 is trained to tell if the latent code comes from the aggregate posterior \( q(x) \) or from the prior \( p(h) \). The autoencoder’s encoder acts as a generator of an adversarial network, while the network \( D \) acts as a discriminator.

During training, the adversarial network and the autoencoder are trained alternately. First, the autoencoder updates both the encoder and the decoder to minimize the reconstruction error. Then, the adversarial network updates its discriminator network \( D \) to tell apart the true samples \( (h' \text{ sampled from the prior } p(h)) \) from the ones generated by the encoder part and updates its generator (the encoder) to confuse the discriminator \( D \). The general loss function of an adversarial autoencoder has the form
\[
\mathcal{L}(x, \hat{x}) = \mathcal{L}_{\text{reconstruction}}(x, \hat{x}) + \mathcal{L}_{\text{adversarial}}(D(h), D(h')) \tag{16}
\]
where the adversarial loss can be binary cross entropy [64] loss or some other loss such as a feature loss as in [65].

D. Denoising Autoencoders

Autoencoders having only a single hidden layer and which take a partially corrupted input and are trained to recover the original uncorrupted input are known as denoising autoencoders (DAs) [66]. At training time, the input \( x \) is partially corrupted using a stochastic mapping, resulting in \( \tilde{x} \). The partially corrupted input is then reconstructed in the standard way, \( \hat{x} = \mathcal{G}_\theta(\mathcal{G}_\theta(\tilde{x})) \), but the loss is calculated between the reconstructed input \( \hat{x} \) and the original uncorrupted input, \( x \) [66]. It is important to notice that the input is only degraded during training. To perform the denoising well, the model needs to extract features that capture useful structure in the input distribution.

1) Marginalized DAs: Many simple DAs are stacked to form a deep network by feeding the latent code of the previous DA as input to the current DA in the stack [66]. The DAs are pretrained one layer at a time, with each layer trained as a DA by minimizing the error in reconstructing its input, which is the output latent code of the previous layer. When stacked DAs are used for feature learning, linear autoencoders are sufficient, i.e., the activation function can be set to be linear, and the effect of each autoencoder can be given by a single linear transformation \( W \). When considering a deep enough stack of such single-layer linear denoisers, the corruption can be marginalized out, and a closed-form solution can be obtained for the effective reconstructing matrix \( W \) [67]. The resulting single-layer autoencoder, which applies the reconstructing matrix, is known as a marginalized denoising autoencoder (mDAE) and has found use in spectral unmixing [67], [68].

E. Convolutional Autoencoders

Convolutional autoencoders [69] are based on convolutional neural networks (CNNs). These networks use convolutional layers instead of fully connected layers. Convolutional layers convolve learnable filters with input patches to produce feature
maps. In the context of spectral unmixing, they differ from conventional autoencoders in one crucial aspect, which is that they are inherently spatial and make use of the spatial correlations existing in HSIs. In contrast, conventional autoencoders look at one spectrum at a time and need special regularization to consider spatial information.

Architecturally, they are similar to conventional autoencoders used in spectral unmixing. For example, the abundance maps arise naturally as the feature maps of a “spectral bottleneck” layer, i.e., a convolutional layer having \( R \) feature maps, one for each endmember. Similarly, the weights of the linear decoder convolutional layer can be interpreted in terms of endmembers, but to do so for the nontrivial case of filter size larger than \( 1 \times 1 \) requires a new spectral–spatial LMM as the reconstruction of a pixel’s spectrum involves the abundances of neighboring pixels [70].

IV. SPECTRAL UNMIXING AUTOENCODERS

The majority of autoencoder-based methods for blind unmixing are based on the fully connected nonnegative autoencoder. Here, we will look at various implementation details and choices taken by methods in blind unmixing that can influence the performance of spectral unmixing, e.g., choice of loss functions, choice of activation functions, and so forth. Fig. 5 shows a generic autoencoder that performs spectral unmixing.

It has a deep encoder with two hidden layers, but the hidden layers can vary from one to several. The decoder has a nonnegative constraint for its weights and a linear activation. It is also possible to make the decoder’s weights nonnegative using a regularization that penalizes negative weights. The activation function of the encoder is the ReLU or Leaky ReLU (LReLU) [71]. The ASC constraint is enforced using a normalizing utility layer or softmax activation. In practice, it is convenient to create a custom layer that enforces the ASC because it makes it easier to implement abundance regularizations. The forward pass of this general autoencoder can be written out, using the notation introduced in Section I-A, as

\[
\hat{x}_p = W_D(\sigma(\text{BN} g(W^{(2)} \text{BN} g(W^{(1)} z^{(0)}))))
\]  

where \( \text{BN} \) denotes batch normalization using operator notation, \( \sigma \) is the ASC enforcing layer, i.e., \( \sigma(z) \) sums-to-one, \( z^{(0)} = x_p \), i.e., the input layer activations, and \( W_D \) is the weight matrix of the linear decoder.

A. Deep Versus Shallow Encoder

The power of depth in feedforward neural networks is still not fully understood in the field of DL theory [72]. Deep neural networks can extract better features than shallow networks for the same amount of computation. In [72], it is proven that deep networks can approximate the class of compositional functions with the same accuracy as shallow networks but with an exponentially lower number of training parameters. However, deep networks are more prone to overfitting and can be harder to train than shallow networks and require more regularizations. Whether a deep encoder will extract better abundance fractions than a shallow encoder most likely will depend on the mixing model being assumed. It could be argued that a deep encoder can extract better abundances under a nonlinear mixing model. We will come back to this question when discussing the experimental results. The methods in [38], [70], and [73]–[77] employ...
deep encoders. The method in [78] employs a deep 1-D CNN encoder.

B. Choice of Activation Function for Hidden Layers

The choice of activation function for the hidden layers and especially the last hidden layer of a deep encoder can significantly influence the behavior and performance of unmixing autoencoders. Like in DL in general, the trend has been away from using saturating activation functions, which squeeze their input, e.g., like the sigmoid function, to using nonsaturating activation functions such as the LReLU variant given by

\[ \text{LReLU}(z_i) = \max(\beta z_i, z_i) \]  

(18)

where \( \beta \) is a real number between 0 and 1. The problem with saturating activation functions is that the value of hidden units often becomes stuck at their asymptotic values, e.g., 0 or 1 for the sigmoid activation, indicating that the preactivation sum of products is relatively large. This leads to vanishing gradients during training. The methods in [18] and [79] use a parameterized sigmoid activation function. The ReLU activation largely mitigates the problem of vanishing gradients, but the function is still saturated to the left, and hidden units can become stuck at zero. In unmixing, this can cause the abundance maps of certain endmembers to become zero-valued. The works [68], [76], [77], [80], and [81] all use the ReLU activation. The LReLU activation is a good choice of an activation function as it is nonsaturating in both directions. Other nonsaturating activation function include exponential linear unit (ELU) [82], scaled ELU [83], and Swish [84]. The methods in [38], [70], and [74] all use LReLU as the activation function of hidden units.

C. Implementation of the ASC Constraint

The last step the encoder needs is making sure the latent code resulting from previous layers sums-to-one in accordance with the ASC constraint of the LMM, or

\[ s = \sigma(h) \]

where \( \sigma \) is the action of the layer used for the ASC constraint enforcement. One way to do this is to normalize the latent code vector, \( h \), resulting from the last layer of the encoder as

\[ s_i = \frac{h_i}{\sum_{j=1}^{R} h_j} \]  

(19)

where \( s \) is the abundance vector. If this method is to be used, it must be ensured that all the values \( h_i, i = 1, \ldots, R \) are nonnegative. In practice, this means that the choice of activation function for the last layer of the encoder is restricted to strictly nonnegative functions such as ReLU or sigmoid activation functions. It might be argued that thresholding the values using ReLU or dynamic ReLU

\[ s = \max(0, s - \alpha) \]  

(20)

where \( \alpha \) is a nonnegative \( R \times 1 \)-vector learned by the network, as some works do, might deactivate many units in the network and not utilize its full capacity. The methods in [18] and [73] use this implementation of the ASC, while [73] additionally uses it with a dynamically thresholding ReLU activation. Another ASC implementation that does not require nonnegative activation of the last hidden layer is

\[ s_i = \frac{|h_i|}{\sum_{j=1}^{R} |h_j|}. \]  

(21)

This implementation also takes care of the ANC constraint. The method in [38] uses this implementation. The method described in [80] uses a variation of (21), where taking the absolute value in the numerator is omitted. Yet another implementation of the ASC that many works use is to apply the softmax function directly to \( h \) or scale it first as in

\[ s = \text{softmax}(\gamma h) \]  

(22)

where \( \gamma \) is a constant larger than 1. This implementation also takes care of the ANC constraint and, by choosing large \( \gamma \), achieves something similar to \( \ell_1 \)-norm regularization on the abundance maps. The papers [76], [77], and [80] use the softmax function without scaling to implement the ASC, while the methods in [70] and [74] use it with a scaling.

The ASC constraint can also be implemented through regularization by adding a penalty term to the loss function that penalizes if the abundances do not sum-to-one. This can, however, increase the instability of the training process and the time needed for convergence. The techniques described in [76] and [77] enforce the ASC through such regularization. A related implementation is to augment the data matrix and the decoder weight’s matrix with constant vectors. The methods in [68], [75], [81], and [85] use this to weakly enforce the ASC constraint.

D. Batch Normalization

Batch normalization is used to speed up the training of neural networks and make them more stable through normalization of the inputs to a layer by centering and rescaling [86]. Initially, it was believed that batch normalization did work by mitigating internal covariance shift, which reduces the learning rate of the network [86], but recent research shows that it works by smoothing the objective function [87]. Batch normalization layers are usually used after or before a nonlinear activation function such as ReLU, and they are only active during training.

Regarding the choice of batch size, it is the authors’ experience that small batch sizes yield better unmixing performance than large batch sizes. In [88], it is argued that large batch sizes can lead to degradation of the quality of DL models as measured by their generalization abilities as large-batch methods tend to converge to sharp minimizers of the training and testing functions, and sharp minima lead to inferior generalization.

If we let \( z_i, i = 1, \ldots, m \), be the values of the inputs from the previous layer for a batch \( B \), we can write the effect of the batch normalization layer as

\[ z_{\text{BN}} = \text{BN}_{\gamma, \beta}(z_i) = \gamma \hat{z}_i + \beta \]  

(23)

where

\[ \hat{z}_i = \frac{z_i - \mu_B}{\sqrt{\sigma_B^2 + \epsilon}} \]
\[
\mu_B = \frac{1}{m} \sum_{i=1}^{m} z_i \\
\sigma_B^2 = \frac{1}{m} \sum_{i=1}^{m} (z_i - \mu_B)^2
\]

\(\gamma\) and \(\beta\) are learnable parameters, and \(\epsilon\) is a very small number.

**E. Dropout**

Dropout is a powerful regularization technique that helps with preventing overfitting and improving the generalization of deep networks. It works by randomly omitting or dropping units of a layer during the training of a neural network [89]. This prevents complex coadaptations of units on the training data. It can be thought of as a way of performing model averaging with neural networks. In convolutional networks, feature maps, instead of units, are set randomly to zero or dropped, a case of dropout [90]. When properly used, dropout can give a better unmixing performance, primarily when used with deep encoders as they need more regularization. Dropout is not commonly used in blind unmixing methods. The methods in [73], [74], and [80] use dropout, while the method in [70], being a convolutional network, uses spatial dropout.

**F. Choices of Loss Fidelity Function and Spectral Variability**

The choice of the similarity measure used for the fidelity term of the loss function is crucial and can significantly influence the performance of the unmixing autoencoder. The main reason for this is that some similarity measures are scale invariant, while others are not. Furthermore, due to variations in illumination or topography, real hyperspectral data often have considerable spectral variability, and the LMM cannot model them. This means that the same material or mixture of materials can have spectra that differ in scale even though they have the same abundances.

A similarity measure that is not scale invariant will penalize the LMM reconstructions that differ in scale from the original spectra and, thus, cannot handle spectral (scale) variability. In contrast, a scale-invariant similarity measure will only penalize based on the difference in shape. Thus, a scale-sensitive similarity measure should not be used for an HSI having substantial spectral variability, and the LMM cannot model them. This work introduces a new prior based on this, named orthogonal sparse prior (OSP), given by

\[
J_{\text{OSP}}(B) = \sum_{i<j} \frac{B_{i} \cdot B_{j}}{\|B_{i}\|_2 \|B_{j}\|_2}
\]

where \(B \in \mathbb{R}^{b \times R}\) is a batch of size \(b\) of generated abundance maps. An ablation study shows that the OSP regularization leads to more sparse abundance maps than the conventional norm based prior. The work in [94] uses inhomogeneous Gaussian Markov random field (IGMRF) as a prior for spatial abundances regularization. In [92], a VAE is used as an abundance regularization to enforce the ASC constraint.

**G. Abundance Regularizations**

In order to further constrain the unmixing problem, reasonable assumptions or priors regarding the abundance fractions are used to construct regularization terms. These additional terms to the loss force the latent codes or the learned representations to live in certain latent space subspaces, reducing its effective dimensionality. The most common assumption made is that the abundance maps are sparse. Increased sparsity can be achieved by \(\ell_1\)-norm regularization or, more generally, by \(\ell_q\)-norm regularization, i.e., by an objective function of the form

\[
L_{\ell_q \text{ regularized}}(x_p, \hat{x}_p) = L(x_p, \hat{x}_p) + \lambda \|s_p\|_q^q
\]

where \(0 \leq q \leq 1\), and \(s_p\) is the abundance vector for spectrum \(x_p\). The methods in [76], [77], [80], and [93] all use \(\ell_1\)-norm regularization to promote sparsity of the abundances.

In [76], it is argued that different abundance maps are close to orthogonal since no more than two endmembers are usually mixed within one pixel. This work introduces a new prior based on this, named orthogonal sparse prior (OSP), given by

\[
J_{\text{OSP}}(x_p, \hat{x}_p) = \arccos\left(\frac{x_p^T \hat{x}_p}{\|x_p\|_2 \|\hat{x}_p\|_2}\right)
\]

and the spectral information divergence (SID) measure given by

\[
J_{\text{SID}}(x_p, \hat{x}_p) = \sum_{n=1}^{B} p_n \log\left(\frac{p_n}{q_n}\right) + \sum_{n=1}^{B} q_n \log\left(\frac{q_n}{p_n}\right)
\]

where

\[
p_n = \frac{x_{p,n}}{\sum_{n=1}^{B} x_{p,n}}, \quad q_n = \frac{\hat{x}_{p,n}}{\sum_{n=1}^{B} \hat{x}_{p,n}}
\]

are estimates of the probability mass functions of the target and estimated spectra, respectively. The methods in [38], [70], [73], and [74] all use the SAD similarity measure as the fidelity term of the objective function, while the method in [91] uses the SID measure. The most common non-scale-invariant similarity measure is the MSE given by

\[
J_{\text{MSE}}(x_p, \hat{x}_p) = \|x_p - \hat{x}_p\|_2^2.
\]

All the methods in [18], [68], [75], [79], [81], [85], [92], and [93] use the MSE measure as the fidelity term of the network’s loss function. It is also possible to use a combination of both scale-invariant and non-scale-invariant loss terms. The work in [80] uses such a combination as the fidelity term. In [76], it is argued that the histogram of the reconstruction error of an unmixing autoencoder follows a hyper-Laplacian distribution, and hence, an optimal fidelity term should have the form

\[
J_{\text{HL}}(x_p, \hat{x}_p) = \|x_p - \hat{x}_p\|_q^q
\]

where \(q\) is a positive real number, the optimal value determined as 0.7 in [76].

**H. Weights and Endmember Regularizations**

Weight decay, \(\ell_2\)-norm regularization on the weights of the encoder and decoder, is commonly employed to reduce overfitting and for better generalization. It can be applied by adding a
term in the loss function as
\[ \mathcal{L}_{\ell_2 \text{ regularized}}(x_p, \hat{x}_p) = \mathcal{L}(x_p, \hat{x}_p) + \lambda \| W \|_F \] (30)
where
\[ \| W \|_F = \left( \sum_{i=1}^{m} \sum_{j=1}^{n} W_{ij}^2 \right)^{1/2} \]
and \( W \) is the weight matrix of the layer we wish to regularize. \( \ell_2 \) regularization penalizes the sum of squares of the weights and, thus, encourages smaller weights. Unlike \( \ell_1 \) regularization, it does not lead to sparse solutions. In [80] and [93], \( \ell_2 \) is used both for the weights of the encoder and the decoder. The method in [81] applies \( \ell_2 \) regularization to the encoder’s weights with \( \ell_2 \)-norm being a rotational invariant \( \ell_1 \)-norm (R1-norm) defined as [95]
\[ \| W \|_{21} = \sum_{i=1}^{m} \left( \sum_{j=1}^{n} W_{ij}^2 \right)^{1/2} \]
for an \( m \times n \) matrix \( W \).

Another well-known regularization of the endmembers, i.e., the weights of the decoder, is minimum volume regularization. This regularization aims to minimize the volume of the simplex defined by the origin and the endmembers, i.e., the columns of \( W_D \). All reconstructed spectra are guaranteed to lie inside this simplex, being convex combinations of the endmembers. The volume of this simplex is often denoted by
\[ \text{MinVol}(W_D) = | \det W_D |. \]

Therefore, the loss function with minimum volume regularization has the form
\[ \mathcal{L}_{\text{MV regularized}}(x_p, \hat{x}_p) = \mathcal{L}(x_p, \hat{x}_p) + \lambda \text{MinVol}(W_D). \] (31)

The methods in [85] and [92] employ this regularization. In [94], an IGMRF prior is used for spectral regularization of the endmembers. The reconstructed HSI is also regularized using a spectral–spatial IGMRF prior.

I. Multitask Learning

Recently, there have been two techniques for HU [74], [75] that have utilized multitask learning (MTL). In the context of neural networks, MTL means that the network learns multiple related tasks in parallel, and parameters are shared between the tasks, usually via shared layers [96]. Thus, the different tasks are implemented as different branches of one network, which can have multiple inputs and outputs, depending on the problem being solved [97]. The benefits of MTL in spectral unmixing autoencoders include the following:

1) Faster learning: When tasks are correlated, they will contribute to the aggregate gradient during backpropagation and increase the effective learning rate on the input to hidden layer weights [96]. This means that useful features will form faster in the shared hidden layer of the network.

2) Reduced risk of overfitting: It has been shown that when layers are shared between tasks, the risk of overfitting the shared parameters can be up to an order \( N \) smaller, where \( N \) is the number of tasks [98].

3) Improved stability: It has been shown that MTL tasks prefer similar hidden layer representations [96]. For MTL autoencoders, where each task is unmixing a different pixel of a patch, this can increase the method’s stability and consistency.

4) Incorporation of spatial information: MTL allows for the construction of autoencoders that can unmix a whole patch at a time by having one task for unmixing each pixel from the patch. This allows for fully connected networks that can directly exploit the spatial correlation in the HSI with all the above-listed benefits of MTL.

In [74], MTL is utilized for spectral–spatial unmixing, and in [75], MTL is utilized to perform bilinear mixing model spectral unmixing. One task performs the linear unmixing, and another task updates the bilinear components.

J. Approaches Utilizing Adversarial and VAEs

Recently, several HU methods have utilized VAEs. In [92], a VAE is used to ensure the nonnegativity and sum-to-one constraints of the abundances. The paper [99] employs a VAE to learn a spectral variability model and generate endmembers. The generated endmembers are then used to solve a spectral unmixing problem, cast as an alternating nonlinear least-squares problem that is solved iteratively, alternately adjusting the abundances and the low-dimensional representations of the endmembers in the generative model.

Recently, several papers where adversarial autoencoders and generative models are used for unmixing have been published. A joint metric neural network in the form of an adversarial autoencoder is suggested in [65]. There, the Wasserstein distance [100] between features in the discriminator is used to regularize the autoencoder, which is using the SAD as the loss function. The Wasserstein distance between features of real and reconstructed spectra provides useful gradient information that promotes the autoencoder to reach a solution with better unmixing performance.

In [101], an abundance estimation method is suggested using 1-D convolution kernels and spectral uncertainty. High-level representations are computed and are further modeled with the multinomial mixture model to estimate abundance fractions under high spectral uncertainty. A new trainable uncertainty term based on a nonlinear neural network is used in the reconstruction step. The uncertainty models are optimized by the Wasserstein GAN [102] to improve stability and capture uncertainty.

In [103], an adversarial loss is used to guide an autoencoder network by encouraging the encoder to match an abundance prior derived from superpixels using VCA and fully constrained least squares. A conceptually similar paper is [104]. Here, two autoencoders share decoder weights. One network reconstructs endmember bundles obtained by VCA from superpixels of an HSI, while the other is a standard spectral unmixing network reconstructing the pixels of the HSI. This is an example of a two stream network, where one stream guides the other.
The method in [105] borrows the concept of cycle consistency, similar to the concept behind CycleGan [106]. Here, two 2-D CNN unmixing autoencoders are learned in cascade. The first autoencoder performs blind unmixing of the original HSI, and the second performs blind unmixing of the reconstruction by the first one. The network loss is the self-perception loss defined as the sum of the reconstruction terms w.r.t. the original HSI and a term that penalizes the network if the abundance maps of the autoencoders are dissimilar. A conceptually similar cascade approach, which additionally utilizes self-supervised learning, is [107]. Here, a two-stage network is utilized; one stage performs unmixing (inverse model), while the other (forward model) learns the physics of the hyperspectral data acquisition to handle noise and perturbations better.

K. Utilization of Spatial Information

Like other natural images, HSIs have highly correlated pixels, and it is desirable to use this spatial information. However, most unmixing methods are strictly spectral and do not directly exploit the spatial structure of HSIs. This means that the methods work with one pixel at a time, even though it may use regularizations based on assumptions about the spatial structure, which will not be considered here to count as directly exploiting the spatial structure. At the time of writing this, there are three blind unmixing methods based on autoencoders that directly exploit the spatial structure of HSIs. The method in [74] directly unmixes a patch at a time using a multiple branch architecture that is inspired by MTL [96], [97].

The other techniques directly exploiting the spatial structure of HSIs are proposed in [70] and [105] and are fully convolutional autoencoders that are inherently spatial in nature. They exploit the spatial and spectral structure of HSIs both for endmember and abundance map estimation. Working directly with patches of HSIs and not using pooling or upsampling layers preserves the spatial structure throughout the network. The abundance maps arise then naturally as feature maps of a hidden convolutional layer. This makes it very easy to apply complex spatial regularization on the abundances such as total variation.

L. Working in Transformed Domains

Working in transformed domains, e.g., the wavelet or curvelet domains, has been shown to be beneficial for blind NMF-based HU [108], [109]. It is reasonable that this should also apply to autoencoder-based methods. A literature search shows that there are many applications of autoencoders working in transformed domains but only one in HU, the work in [93].

M. Nonlinear Approaches

In the last two years, a number of autoencoder-based methods for nonlinear unmixing have been published. Here, some of the latest approaches will be briefly discussed. Many of the methods are based on the post-nonlinear structure (3), but some extend it and are more general.

The method in [110] is the first blind HU method to utilize a long short-term memory [111] network. It additionally utilizes an attention mechanism to selectively focus on parts of the input during learning.

A method that addresses a general model that consists of a linear component and a nonlinear component was proposed in [112]. The encoder is in the form of a 3-D CNN network to better capture the spectral–spatial priors from the data. The decoder has a model-based structure so that nonlinear interactions are imposed on the endmembers weighted by the abundances.

In [113], a method for nonlinear unmixing is given that is a combination of a kernelization layer using radial basis functions and autoencoder structures. The method proposed in [114] is a model-based autoencoder method that considers the mixing model to be a nonlinear fluctuation over a linear mixture.

N. Hyperparameter Selection

Tuning hyperparameters is important in DL-based methods, and much effort has been devoted to the problem. In DL, algebraic models are usually unavailable, and the model usually has to be treated as a blackbox when tuning hyperparameters. To evaluate the performance of a model for a given set of parameters, k-fold cross-validation [115] is often used. Generally, any gradient-free optimization method can be applied to hyperparameter tuning of DL models. Two standard but primitive methods are grid search and random search.

In grid search, a finite set of values of each hyperparameter is specified, and the model is evaluated on the Cartesian product of these sets. Grid search suffers from the curse of dimensionality as the required number of evaluations grows exponentially with the dimension of the configuration space [116]. Random search, which samples configurations randomly, usually works better than grid search when some hyperparameters are much more important than others and allows for better parallelization [117].

In recent years, Bayesian optimization [118] has emerged as a state-of-the-art optimization framework for the optimization of blackbox functions, especially expensive ones. Bayesian optimization is an iterative method to optimize such blackbox objective functions. The objective function is treated as a random function, and a prior is placed over it. Then, the posterior distribution, known as a surrogate model of the objective function, is used to determine what set parameters should be queried in the next iteration. After each iteration, the posterior gets updated, and the objective function is mapped out better. The Bayesian approach uses a Gaussian process to model the objective function and defines an acquisition or selection function used to determine the next point in the parameter space to evaluate. The most common choice of the acquisition function is the expected improvement, which estimates how much the objective function is expected to improve.

Applying loss-based optimization methods to spectral unmixing autoencoders is very difficult. The main reason for this is that the network’s actual loss is not a measure of its unmixing performance. Instead, the network’s loss is a similarity measure between the input and the reconstructed input. The unmixing performance measures the quality of the weights of the linear
decoder (the endmembers) and the abundances that are the encoder part’s latent codes.

Thus, it cannot be said that autoencoder methods converge to a solution regarding the endmembers or abundances, in contrast with many traditional methods. Only if ground truth is available is it possible to construct a function to measure the unmixing performance and score it. In [119], Bayesian optimization is used with such an objective function that scores the extracted endmembers with the average SAD from given reference endmembers. In addition, in [53], the Bayesian information criterion is used to select optimal regularization parameters.

It is, therefore, challenging to use traditional hyperparameter tuning methods such as Bayesian hyperparameter optimization or maximum a posteriori [120] to select hyperparameters for autoencoder unmixing methods. This is partly because the number of epochs used for training is one of the hyperparameters, and we do not have strict convergence concerning the quality of the endmembers. In addition, because of random weight initialization, many runs are required per hyperparameter configuration to get a reliable measure for any automatic or manual hyperparameter selection. This makes hyperparameter tuning for spectral unmixing autoencoders very costly. To make matters worse, different hyperparameters are usually needed for different HSIs.

One approach that has been published on automatic regularization parameter tuning on HSIs without any ground truth is described in [121]. There, a technique for the automatic tuning of a minimum volume regularization parameter for a geometrical HU method is suggested. The parameter controls the tradeoff between the reconstruction error and the simplex volume of the endmember matrix. The technique is based on the geometrical insight that a good parameter value should result in an estimated endmember simplex whose boundary is close to the boundary data points. A similar approach could be adopted to autoencoder-based methods regarding the tuning of regularization parameters in the absence of ground truth.

For the experiments in this article, the hyperparameter values used for the methods were the ones recommended by their authors.

O. Recommended Implementation Choices

Here, some pros and cons of the main architectures and implementation details will be discussed, and recommendations based on the authors’ experiences will be given. For a method that will use spatial regularizations of the abundance maps, the best architecture is a fully convolutional autoencoder. This architecture makes it very easy to work with complex spatial regularizations of the abundances as they arise as feature maps of hidden layers in the network and can be easily worked with. In addition, the CNN approach is inherently spectral–spatial. For mostly spectral methods, a fully connected autoencoder is the best choice.

For most purposes, a shallow encoder with at most one hidden layer besides the bottleneck abundance layer is the best choice. Deeper encoders do not give better performance for simple mixing models such as the LMM. Extra hidden layers also result in extra hyperparameters, i.e., the number of hidden units. If the decoder is nonlinear with many layers, a deeper encoder could be beneficial. The recommended activation function for the hidden layers of the encoder is the LReLU function. It is nonsaturating in both directions and prevents units from getting stuck with zero activations.

The decoder should be made nonnegative using a weights constraint or a regularization that penalizes nonnegative weights. In the authors’ experience, regularizations on the endmembers or the weights of the network, such as weight decay, are not as important as appropriate regularizations on the abundances. Initializing the weights of the decoder, e.g., using VCA, does not give better performance when using scale-invariant loss functions and randomly initialized encoder.

For enforcing the ASC, the softmax function with a scaling factor as in (10) is a good choice and also the normalization with absolute values in (21). Using Batch normalization is essential when training spectral unmixing autoencoders, and the batch size should be kept low for best performance.

The most important implementation choice is the choice of the fidelity term. For datasets with a lot of spectral variability, scale-invariant losses, such as SAD, will give better performance for mixing models such as the LMM. Not unless the method is specifically designed to work with spectral variability should a non-scale-invariant loss such as MSE be used.

Adversarial regularization, multistream architectures, and VAEs are becoming popular, and such architectures are the way forward in the authors’ opinion. What has been said here regarding implementation choices also applies to these architectures.

V. Nonblind Methods Based on Autoencoders

Until now, only blind unmixing methods based on autoencoders have been discussed. Nonblind approaches are methods that estimate the abundances of endmembers but not the endmembers themselves. Many methods use neural networks for abundance estimation, and in most cases, such networks are essentially autoencoders or utilize autoencoders. This section will discuss various nonblind approaches based on autoencoders, but it is not meant to be a comprehensive review of such methods.

We have seen a direct correspondence between the weights of a linear decoder in a spectral unmixing autoencoder and the endmembers matrix, according to the LMM. If a set of endmembers is given, they can be used as the weights of a nontrainable linear decoder. It is then prevented from changing during training, which then only trains the encoder part. Such a network is still an autoencoder but works like a nonlinear regression method that determines the abundances maps corresponding to the given endmembers.

This approach is used in [122], where the encoder part of a spectral unmixing network is improved to utilize convolution layers to enable deeper architectures of the encoder, and custom spectral normalization layers are used instead of batch normalization. The decoder has fixed weights with endmembers coming from another method. The work [123] also uses a deep convolutional encoder and a fully connected decoder with fixed weights to perform supervised or nonblind unmixing. Another method based on this concept is in [124], where the encoder is a deep
convolutional network using a deep prior. The fixed decoder approach can be generalized to use a whole spectral library of endmembers, resulting in a combination of autoencoder unmixing and sparse-regression-based methods using a spectral library.

The technique in [125] is an example of such a method. The encoder has a deep convolutional architecture, but the last two layers are fully connected and use the softmax activation, essentially a classifier that picks the most suitable endmembers out of many. The input to the decoder has a much higher number of units than the number of endmembers to be estimated, but most of these activations will be zero since the output of the encoder is required to be sparse.

Another approach for abundance estimation utilizes MTL (multistream networks) and involves two different networks or tasks that share layers. A reconstructing autoencoder network is guided by another network that shares layers with the autoencoder in this approach. This guiding network is typically trained to learn the relationship between endmember candidates obtained by another endmember extraction method and their abundances as determined by the LMM. This network will guide the reconstructing autoencoder and make its encoder part encode spectra to abundances. The papers [126] and [127] are examples of this type of approach.

A variation of this is the method described in [128], where the guiding network is itself a spectral unmixing autoencoder that shares decoder weights with another spectral unmixing autoencoder. The guiding network is trained on endmember bundles obtained by VCA from superpixel segmentation of an HSI. Both networks are encouraged to produce latent codes that follow the Dirichlet distribution, i.e., sum-to-one.

This short overview of nonblind methods illustrates further how powerful and widespread the autoencoder architecture is becoming in HU.

VI. EXPERIMENTAL RESULTS

This section provides an experimental foundation for the previous section and determines experimentally what makes unmixing autoencoders perform well. The performance of 11 blind unmixing methods will be evaluated and compared using four real datasets with accompanying reference endmembers and reference abundance maps.

Furthermore, all methods will be evaluated on four synthetic datasets having the same absolute ground truths but with different spectral variability. In addition, ablation experiments will be performed on a very general and simple spectral unmixing autoencoder. First, the ablation experiments aim to demonstrate what makes autoencoder-based methods powerful compared to traditional methods. Second, the effects of three different ways to enforce the ASC will be studied for two different activation functions for the encoder. Finally, the effects of nonlinear versus linear decoders will be investigated. The endmember extracted by methods will be evaluated using the mean spectral angle distance (mSAD), given by

$$
mSAD = \frac{1}{R} \sum_{j=1}^{R} \arccos \left( \frac{\langle \hat{a}_j, a_i \rangle}{\| \hat{a}_j \|_2 \| a_i \|_2} \right)$$  \hspace{1cm} (32)$$

where $\hat{a}_j$ are the endmembers extracted by the method and $a_i$ are the reference endmembers. The lower the mSAD, the higher the similarity. In the result tables, the SAD for individual endmembers will also be given. Abundance maps generated by the methods will be compared to reference abundance maps using the RMSE measure given by

$$
RMSE = \sqrt{\frac{1}{R} \sum_{j=1}^{R} \| S_j - \hat{S}_j \|_2^2}$$  \hspace{1cm} (33)$$

where $S_j$ are the abundance fractions of all pixels for endmember $i$ and $\hat{S}_j$ are the reference abundance fractions.

The results of both endmember extraction and abundance maps generation for all the methods will be discussed, especially how they can be interpreted in light of the discussions in previous sections. Finally, the computation costs of the methods will be compared and discussed.

A. Datasets

All experiments were performed using four real HSIs described below and four synthetic datasets with increasing spectral variability. The methodology for determining the reference endmembers and abundance maps is described in [129]. The datasets are as follows.

1) Samson: The SAMSON sensor obtained this widely used dataset, and it is a cropped image from a larger image. The size is $95 \times 95$ pixels, and the number of bands is 145 covering the 401–889 nm wavelength range. The dataset has the following endmembers: Water, Soil, and Tree.

2) Urban: Obtained by the Hyperspectral Digital Image Collection Experiment [131] sensor, this image is $307 \times 307$ pixels and has 210 bands covering the 400–2500 nm wavelength range. After removing corrupted and noisy bands, 162 bands remain. Here, four, five, and six reference endmembers are used in experiments. Grass, Tree, Asphalt, and Roof were selected as the references for four endmembers. The five endmembers’ reference additionally includes the Soil endmember, and the six endmembers’ reference additionally includes the Soil and Metal endmembers.

3) Houston: This dataset is a cropped image from a larger one acquired over the University of Houston campus, Houston, TX, USA, in June 2012, and has 144 bands covering the wavelengths of 380–1050 nm with a spatial resolution of 2.5 m. The cropped image is $170 \times 170$ and is centered on the Robertson Stadium on the Houston campus and surrounding area. For this dataset, four endmembers are estimated, and the reference endmembers are selected from the averages of the 15 classification ground truth categories that come with the dataset.

4) Apex: This hyperspectral dataset is a cropped image from a much larger one acquired by the APEX [132] sensor during a clear day in June 2011 at an altitude of 4600 m above sea level with a heading of 56° in the vicinity of Baden, Switzerland. Two hundred eighty-five bands cover the wavelength range between 413 and 2412 nm, all
Fig. 6. RGB images of the datasets used in the experiments. The Samson and Urban images were colored using the technique in [130]. The Apex and Houston images are actual RGB images. (a) Samson—simulated. (b) Urban—simulated. (c) Houston—actual. (d) Apex—actual.

usable. The cropped image is 300 × 300 pixels subimage cropped from the larger 1500 × 1000 image at location (70,650). Here, four endmembers are estimated, and the reference endmembers are Asphalt, Vegetation, Water, and Roof.

5) Synthetic datasets: These datasets use a 100 × 100 pixel cropped image from the reference abundance maps for the Urban dataset as ground truth for the abundance maps. A VAE is used for every pixel to generate samples of the reference endmembers with controllable spectral variability. Here, four endmembers are estimated, and the reference endmembers are Asphalt, Vegetation, Water, and Roof.

Simulated and actual RGB images of the real datasets used are shown in Fig. 6.

B. Methods Compared in Experiments

The methods compared in the experiments are listed in Table I. The source code for methods number 4, 6, and 7 could not be obtained, so the authors implemented them. Method 12, sparsity-regularized NMF, is a benchmark traditional method. The Endnet method was not published as a usable blind method as the generated abundance maps were of low quality due to particular implementation of a batch normalization layer and high ℓ1-norm sparsity regularization. In our implementation, the batch normalization does not ruin the abundance maps, and neither does the chosen optimal strength of the ℓ1 regularization. Therefore, the method produces usable abundance maps in our implementation. The method mDAE was initially implemented in MATLAB, but we used the Tensorflow DL framework for our implementation. Methods 1–4 are randomly initialized. All other methods are initialized using VCA.

C. Ablation Experiments

These experiments use a simple spectral unmixing autoencoder. Its architecture is shown in Fig. 7.

The encoder only has a single layer, and the activation can be either the ReLU or the LReLU activation with slope parameter 0.1 for the negative preactivations. A batch normalization layer is used after the activation to speed up learning. The ASC is enforced using one of the following: the softmax function, simple normalization according to (19), or normalization of absolute values according to (21). The loss function is either the SAD or MSE function.

1) Comparison With NMF-ℓ1/2: In this experiment, the simple autoencoder is compared with the NMF-ℓ1/2, a widely used NMF method that is sparsity regularized. The ASC will be enforced using the softmax function, and the ReLU activation function is used for the encoder. The loss function is either MSE or SAD. Fig. 8 shows the results of the experiment for the Urban and the Samson datasets.

Fig. 8 shows that a simple spectral unmixing autoencoder using the MSE function for the fidelity term and LReLU activation is only slightly better than the NMF-ℓ1/2 method for the Urban dataset and slightly worse for the Samson dataset. When the autoencoder uses the SAD loss function and the LReLU activation function is used for the encoder, the loss function is either MSE or SAD. Fig. 8 shows the results of the experiment for the Urban and the Samson datasets.

Fig. 8 shows that a simple spectral unmixing autoencoder using the MSE function for the fidelity term and LReLU activation is only slightly better than the NMF-ℓ1/2 method for the Urban dataset and slightly worse for the Samson dataset. When the autoencoder uses the SAD loss function and the LReLU activation, the performance becomes significantly better than the performance of the NMF method. However, when the activation function is the ReLU, we see a much worse performance with the autoencoder.

This is because ReLU units can get stuck when using the ReLU activation and batch normalization. The ReLU activation has a zero gradient for negative preactivations, while the LReLU
always has a nonzero gradient. This shows that care should be taken when using the ReLU activation.

This experiment largely answers why autoencoder methods using the SAD loss can achieve much better unmixing performance than autoencoder methods using the MSE loss function. The scale invariance of the SAD loss function makes the autoencoder able to handle the spectral variability inherent in most real HSIs.

2) Comparison Between Different ASC and Activation Combinations: In this experiment, the effect of different ways to enforce the ASC will be compared for both MSE and SAD losses and using the ReLU and LReLU activations. Three different ways of enforcing the ASC will be tested:

a) using the softmax function;

b) normalizing the activations according to (19);

c) normalizing the absolute value of the activations (abnorm) according to (21).

The results of this experiment are shown in Fig. 9. The results are interesting but not surprising. For LReLU and the Urban dataset, the difference between the different ways of enforcing the ASC is negligible. However, for the Samson dataset with LReLU, softmax is the best option for both losses.

This difference is because LReLU allows negative activations, and for the Samson dataset, there seems to be a much more preference for negative activations than for the Urban dataset. Negative activations in the layer just before the ASC is enforced will negatively affect the simple normalization as it will break the ANC constraint. It might be argued that LReLU activation will lead to less sparse abundance maps than if ReLU activation combined with batch normalization is used.

A ReLU activation for the last layer might work well in deep encoders and possibly generate more sparse maps. The absnorm method is not as affected, but softmax does not care about the signs of the activations and will always return a vector that sums-to-one. It seems that the neural network can best adapt to the softmax method of enforcing the ASC.

The ReLU part of this experiment is plagued by the ReLU units getting stuck, certain endmembers stopping converging,
Fig. 8. Comparison between a simple autoencoder, using either the MSE or SAD function for the fidelity term, and the NMF-$\ell_{1/2}$ method. The autoencoder uses either the LReLU or ReLU activation. The black bars show the standard deviation. All experiments consisted of 25 runs. (a) and (c) Samson dataset. (b) and (d) Urban dataset.

and is hard to interpret. This experiment shows that for some datasets, it can matter how the ASC is enforced. Using the softmax method gives good performance in both datasets and can be considered the safest option to enforce the ASC. By using a scaling factor for the activations entering the softmax function, the function can be soft thresholding and act very similarly to $\ell_1$-sparsity regularization.

3) Linear and Nonlinear Decoders: Until now, we have mainly discussed autoencoders having linear decoders, where the endmembers are the weights of the decoder at the end of training. It is possible to have multilayered and nonlinear decoders in spectral unmixing autoencoders. If the decoder has multiple layers, the endmembers cannot be extracted as the weights of any layers. However, the endmembers can be obtained from the decoder by decoding one-hot vectors, i.e., the abundances of pure pixels.

In this final ablation experiment, we will compare two autoencoders with identical encoders, but one has a linear decoder and the other a nonlinear decoder. In the case of the nonlinear decoder, the endmembers are obtained by a prediction by the decoder part on the identity matrix (abundances of pure pixels). The nonlinear decoder has three layers: one with $4 \times R$ units and two layers having $B$ units.

Three datasets are used, the Urban, Samson, and Houston datasets, and the LReLU activation was used for the encoder. Four different batch sizes are used: 6, 10, 15, and 25. Fig. 10 shows the results of the experiment. The figures in the top row are the mSAD of extracted endmembers, and the figures in the bottom row show the RMSE for the abundance maps.

What first stands out when looking at Fig. 10 is that the batch size is a hyperparameter that can affect the performance, especially for the endmembers. The best SAD performance on
the Urban and Houston images is for small batch sizes, while for Samson, it is best to use moderately large batch sizes. It can be seen that for the Urban image, having more parameters in the decoder is beneficial for the mSAD scores of extracted endmembers.

The case of the Samson image is not as clear and depends on the batch size. The results for the Houston image show that a nonlinear decoder gives better mSAD scores, indicating that this image has more nonlinear mixing than the other images. Regarding the quality of the abundance maps, the experiment is not conclusive. However, it is interesting to see that a nonlinear decoder that does not correspond to the LMM can benefit endmember extraction, while the quality of abundance maps does not change much. A deeper encoder in combination with the nonlinear decoder might give better abundance maps.

4) Summary: The results of the ablation experiments can now be summarized as follows.

a) Autoencoder methods should use a scale-invariant loss such as SAD, and the use of MSE should be avoided unless the methods specifically handle spectral variability through an extended LMM.

b) Using the LReLU activation in combination with softmax to enforce the ASC works well, but abundance maps might be less sparse than if ReLU is used. Care should be taken when using the ReLU activation to prevent units from getting stuck.

c) Batch size affects the performance of unmixing autoencoders and is dataset dependent.

d) Using a nonlinear decoder with more parameters can benefit the quality of extracted endmembers, especially for images with nonlinear mixing. The effect on the quality of the abundance maps is not very significant.

D. Synthetic Datasets With Varying Spectral Variability

For this experiment, a VAE was used to learn the Urban image and the reference endmembers (four endmembers) were encoded into codes in the 2-D latent space of the encoder.
Fig. 10. Comparison between having a linear or nonlinear decoder. The encoder uses the LReLU activation. Four different batch sizes are tested. The graphs in the top row show the average SAD for extracted endmembers, while the bottom row shows the RMSE of the abundances. The black lines show the standard deviation. All experiments consisted of 25 runs. (a) Urban dataset—SAD. (b) Samson dataset—SAD. (c) Houston dataset—SAD. (d) Urban dataset—RMSE. (e) Samson dataset—RMSE. (f) Houston dataset—RMSE.

By sampling within a circle in the latent space centered on the codes of the reference endmembers, new variations of the endmembers can be generated using the generator part. The radius of the sampling circle controls the spectral variability of the sampled endmembers. A 100 × 100 pixel crop of the Urban dataset reference abundance maps was then used to provide the ground truth abundance fractions for every pixel and new spectra generated by using sampled endmembers for every pixel in the abundance maps.

Four such datasets were generated with sampling radii of 0, 0.1, 0.2, and 0.4. Fig. 11 shows examples of sampled endmembers for two different radii. Every method was run 25 times for each of these synthetic datasets, and a bar plot of the average SAD for each dataset is shown in Fig. 12.

Fig. 12 is very informative. It shows well the effect of spectral variability on the performance of methods using the MSE objective function. The six rightmost methods all use the MSE fidelity term, and they all achieve very good mSAD for zero spectral variability. Even the mDAE method that performs very poorly on real datasets achieves good mSAD for zero spectral variability. It is striking to see how similar the performance of the NAE-VCA, SNSA, uDAS, and DAEN is to NMF-ℓ_{1/2} on these datasets. As the spectral variability increases, the non-scale-invariant methods perform increasingly worse.

The methods using scale-invariant fidelity terms exhibit strong robustness against spectral variability. Only DAEU performs increasingly worse with increasing spectral variability. The methods CNNAEU and MTAEU seem to benefit from being spectral–spatial as demonstrated by the low mSAD score. The Endnet method also has good performance and is not affected by the increasing spectral variability. OSPAEU method using the hyper-Laplacian loss shows some sensitivity to the spectral variability, which is to be expected, but less than the methods using the MSE loss. The results of this experiment indicate that experiments with synthetic datasets having low or zero spectral variability are not a good benchmark for autoencoder methods in general. Low spectral variability results in a bias toward non-scale-invariant fidelity terms on such datasets that would not reflect real datasets.

E. Experiments With Real HSIs

1) Endmember Extraction: When evaluating the endmember extraction performance of the methods, the following three qualities will be in focus:

a) The average SAD from the reference endmembers;
b) The variance of the average SAD score. A good method should have a low variance;
c) The accuracy of the method is studied.

Accuracy is not quite the same thing as consistency. Here, we are looking at if the method finds the same correct endmembers every time or most of the time. A consistent method is a method...
Fig. 11. Sampled endmembers for the synthetic experiment based on the Urban image for two different sampling radii. (a) Sampled endmembers using radius = 0.05. (b) Sampled endmembers using radius = 0.4.

that finds similar endmembers in each run, i.e., has low variance. Plotting all extracted endmembers for every run and showing these together in a single figure is an excellent way to evaluate the methods. The Urban, Houston, and Apex datasets were used to evaluate the endmember extraction performance of the methods.

a) Urban dataset: In the first experiment, we use the Urban dataset, extract the first four, then five, and finally six endmembers, and compare the extracted endmembers to the reference endmembers. As the number of estimated endmembers increases, it becomes harder to get good solutions. It is interesting to see how the solutions for the initial endmembers behave as new additional endmembers are estimated. Figs. 13–15 show extracted endmembers for all the methods for the Urban dataset with four, five, and six reference endmembers, respectively. The reference endmembers are shown with red color. Tables II–IV tabulate the average SAD from reference endmembers in radians along with the standard deviation for the Urban dataset with four, five, and six reference endmembers, respectively.

When estimating four endmembers, CNNAEU, MTAEU, and Endnet show good performance, low variance, and good accuracy. The DAEN method has good consistency but bad accuracy. The mDAE method, which is the only method with tied weights, is very unstable, and this instability can most likely be attributed to tying the weights and spectral variability in the image. The method NLAEU has highly negative endmembers as it lacks a nonnegativity constraint. This makes the method essentially unusable when not initialized and trained carefully.

The methods uDAS, SNSA, and DAEN interestingly all yield similar endmembers. The DAEU and SIDAEU methods have medium consistency and not very good accuracy, i.e., mSAD score. The OSPAEU technique has bad accuracy because the “Roof” endmember oscillates between three different solutions.

As the number of estimated endmembers is increased to five, the average SAD scores of all methods increase and many methods’ accuracy decreases significantly. Endmembers that previously had good accuracy become unstable. Again, CNNAEU, MTAEU, and Endnet show the best performance and accuracy, with CNNAEU having the best accuracy and consistency and Endnet having the second-best consistency. MTAEU has one inconsistent run, where it estimates the Asphalt endmember as a “Tree” endmember variant, resulting in worse mSAD and lower consistency.

The OSPAEU technique estimates the new “Soil” endmember quite well, but the “Asphalt” endmember, which previously, when estimating four endmembers was good, becomes unstable. Interestingly, the NLAEU method, which previously yielded highly negative endmembers, estimates them consistently mostly nonnegative. Still, the consistency is not good. DAEN, uDAS, and SNSA seem to have trouble estimating the new “Soil” endmembers.

When estimating six endmembers, the trend of increasing average SAD and decreasing consistency continues. The best-performing methods are again CNNAEU, MTAEU, and Endnet. CNNAEU and MTAEU have greater difficulty estimating the “Metal” endmember than the Endnet method, but they retain excellent accuracy and good SAD scores for the five other endmembers. Both methods are spectral–spatial methods. For Endnet, the cost of a good “Metal” endmember is a poorer solution for the “Soil” endmember. All the other methods show bad accuracy for most endmembers other than “Tree,” which is the best-represented endmember in the Urban scene.

Interestingly, the only method to consistently estimate the “Metal” endmember well is the Endnet method. This method uses a highly customized hidden layer in the encoder, where the standard dot product used to calculate the layer’s activations from its weight matrix and inputs is replaced with a custom and more “spectrally discriminating” dot product based on the SAD similarity measure. For some reason, the DAEN method sometimes took too long to extract six endmembers for this dataset, so it had to be omitted.

b) Houston dataset: The extracted endmembers by all methods for the Houston dataset are shown in Fig. 16, and the SAD scores for individual endmembers along with the average SAD
Fig. 12. Bar plot showing the average SAD for the four synthetic datasets. The spectral variability increases with increasing sampling radius. The six rightmost methods all use the MSE objective function. The black vertical lines show the standard deviation. All experiments consisted of 25 runs.

### TABLE II

<table>
<thead>
<tr>
<th>Endmember Method</th>
<th>Asphalt</th>
<th>Grass</th>
<th>Tree</th>
<th>Roof</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNNAEU</td>
<td>0.0575 ± 0.0059</td>
<td>0.0366 ± 0.0048</td>
<td>0.0321 ± 0.0040</td>
<td>0.0332 ± 0.0067</td>
<td>0.0398 ± 0.0031</td>
</tr>
<tr>
<td>MTAEU</td>
<td>0.0843 ± 0.0047</td>
<td>0.0421 ± 0.0037</td>
<td>0.0539 ± 0.0040</td>
<td>0.0415 ± 0.0046</td>
<td>0.0555 ± 0.0020</td>
</tr>
<tr>
<td>DAEN</td>
<td>0.0720 ± 0.0024</td>
<td>0.0769 ± 0.0029</td>
<td>0.0707 ± 0.0029</td>
<td>0.2155 ± 0.0862</td>
<td>0.1088 ± 0.0239</td>
</tr>
<tr>
<td>SIDABEU</td>
<td>0.2996 ± 0.0023</td>
<td>1.2468 ± 0.0076</td>
<td>0.0800 ± 0.0003</td>
<td>0.1057 ± 0.0024</td>
<td>0.4330 ± 0.0017</td>
</tr>
<tr>
<td>OSPAEU</td>
<td>0.1390 ± 0.0126</td>
<td>0.0901 ± 0.0193</td>
<td>0.1350 ± 0.0600</td>
<td>0.2005 ± 0.2722</td>
<td>0.1386 ± 0.0635</td>
</tr>
<tr>
<td>Endnet</td>
<td>0.0618 ± 0.0118</td>
<td>0.0538 ± 0.0169</td>
<td>0.0563 ± 0.0045</td>
<td>0.0598 ± 0.0160</td>
<td>0.0507 ± 0.0050</td>
</tr>
<tr>
<td>mDAE</td>
<td>0.1626 ± 0.0378</td>
<td>0.8122 ± 0.3883</td>
<td>0.4852 ± 0.4101</td>
<td>0.4945 ± 0.1394</td>
<td>0.4886 ± 0.0750</td>
</tr>
<tr>
<td>NAE-PCA</td>
<td>0.2023 ± 0.1126</td>
<td>0.4304 ± 0.3105</td>
<td>0.934 ± 0.3909</td>
<td>0.2274 ± 0.1049</td>
<td>0.4485 ± 0.0388</td>
</tr>
<tr>
<td>SNSA</td>
<td>0.2858 ± 0.0214</td>
<td>1.2022 ± 0.1571</td>
<td>0.0788 ± 0.0014</td>
<td>0.1202 ± 0.0577</td>
<td>0.4218 ± 0.0279</td>
</tr>
<tr>
<td>uDAS</td>
<td>0.2104 ± 0.0198</td>
<td>1.0720 ± 0.1988</td>
<td>0.1401 ± 0.0251</td>
<td>0.2650 ± 0.0428</td>
<td>0.4219 ± 0.0629</td>
</tr>
<tr>
<td>NMF-ℓ₁/₂</td>
<td>0.1161 ± 0.0238</td>
<td>0.5730 ± 0.3295</td>
<td>0.1571 ± 0.0940</td>
<td>0.4891 ± 0.2107</td>
<td>0.3338 ± 0.0657</td>
</tr>
</tbody>
</table>

The number of runs is 25. Best results are in red and the second best in blue.

### TABLE III

<table>
<thead>
<tr>
<th>Endmember Method</th>
<th>Asphalt</th>
<th>Grass</th>
<th>Tree</th>
<th>Roof</th>
<th>Soil</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNNAEU</td>
<td>0.0379 ± 0.0031</td>
<td>0.0611 ± 0.0097</td>
<td>0.1320 ± 0.0085</td>
<td>0.0404 ± 0.0069</td>
<td>0.1075 ± 0.0098</td>
<td>0.0758 ± 0.0034</td>
</tr>
<tr>
<td>MTAEU</td>
<td>0.1211 ± 0.2363</td>
<td>0.0565 ± 0.0154</td>
<td>0.1132 ± 0.0168</td>
<td>0.0661 ± 0.0096</td>
<td>0.1652 ± 0.0467</td>
<td>0.1044 ± 0.0482</td>
</tr>
<tr>
<td>DAEN</td>
<td>0.1164 ± 0.0603</td>
<td>0.2005 ± 0.0709</td>
<td>0.1404 ± 0.0343</td>
<td>0.4171 ± 0.0821</td>
<td>0.3157 ± 0.1796</td>
<td>0.2380 ± 0.0327</td>
</tr>
<tr>
<td>SIDABEU</td>
<td>0.2267 ± 0.0642</td>
<td>0.5417 ± 0.0894</td>
<td>0.1635 ± 0.0026</td>
<td>0.1244 ± 0.0178</td>
<td>0.8648 ± 0.0516</td>
<td>0.3842 ± 0.0164</td>
</tr>
<tr>
<td>OSPAEU</td>
<td>0.3597 ± 0.3319</td>
<td>0.0772 ± 0.0138</td>
<td>0.0894 ± 0.0306</td>
<td>0.3011 ± 0.2869</td>
<td>0.0507 ± 0.0123</td>
<td>0.1756 ± 0.0614</td>
</tr>
<tr>
<td>Endnet</td>
<td>0.0368 ± 0.0056</td>
<td>0.0406 ± 0.0117</td>
<td>0.1171 ± 0.0112</td>
<td>0.1313 ± 0.0463</td>
<td>0.1507 ± 0.0330</td>
<td>0.0953 ± 0.0087</td>
</tr>
<tr>
<td>mDAE</td>
<td>0.2218 ± 0.0623</td>
<td>0.9421 ± 0.3245</td>
<td>0.7784 ± 0.4005</td>
<td>0.5338 ± 0.1578</td>
<td>0.6751 ± 0.2270</td>
<td>0.6303 ± 0.0777</td>
</tr>
<tr>
<td>NAE-PCA</td>
<td>0.2147 ± 0.1472</td>
<td>0.8616 ± 0.5259</td>
<td>0.3360 ± 0.2192</td>
<td>0.1212 ± 0.0513</td>
<td>0.4691 ± 0.3534</td>
<td>0.4405 ± 0.0474</td>
</tr>
<tr>
<td>SNSA</td>
<td>0.7912 ± 0.3134</td>
<td>0.7764 ± 0.1663</td>
<td>0.1512 ± 0.0084</td>
<td>0.2163 ± 0.1163</td>
<td>0.4402 ± 0.1480</td>
<td>0.4750 ± 0.0514</td>
</tr>
<tr>
<td>uDAS</td>
<td>0.1666 ± 0.0403</td>
<td>0.5917 ± 0.4973</td>
<td>0.1701 ± 0.0472</td>
<td>0.2133 ± 0.0476</td>
<td>0.7817 ± 0.4235</td>
<td>0.3847 ± 0.0409</td>
</tr>
<tr>
<td>NMF-ℓ₁/₂</td>
<td>0.2423 ± 0.2066</td>
<td>0.7433 ± 0.5346</td>
<td>0.3612 ± 0.4552</td>
<td>0.2350 ± 0.2113</td>
<td>0.2568 ± 0.2319</td>
<td>0.3677 ± 0.0512</td>
</tr>
</tbody>
</table>

The number of runs is 25. Best results are in red and the second best in blue.
Fig. 13. Plots of all extracted endmembers by all methods (blue curves) and the reference endmembers (red) for the Urban dataset with four reference endmembers. The number of runs is 25.
Fig. 14. Plots of all extracted endmembers by all methods (blue curves) and the reference endmembers (red) for the Urban dataset with five reference endmembers. The number of runs is 25.
Fig. 15. Plots of all extracted endmembers by all methods (blue curves) and the reference endmembers (red) for the Urban dataset with six reference endmembers. The number of runs is 25.
Fig. 16. Plots of all extracted endmembers by all methods (blue curves) and the reference endmembers (red) for the Houston dataset with four reference endmembers. The number of runs is 25.
are tabulated in Table V. The three best-performing methods for this dataset are CNNAEU, OSPAEU, and Endnet. Endnet has excellent consistency, but its solution for the “running_track” endmember is different from the reference. CNNAEU also has good accuracy, with only one run out of 25 coming up with a different solution for the “running_track” endmember, and it also achieves the lowest average SAD score. OSPAEU has some difficulty with the “running_track” endmember and oscillates between two solutions, one of them being the reference endmember. The OSPAEU method achieves the second-lowest mSAD score for the dataset.

MTAEU also has trouble with the “running_track” endmember, showing similar behavior as OSPAEU. The DAEU and SIDAEU methods have a reasonably good consistency. mDAE does better on this dataset than it did on Urban but is still unstable. The methods SNSA, uDAS, and DAEN all have trouble with the parking_lot endmembers, and the accuracy is not good with these endmembers. Its solution for the “running_track” endmember has a good consistency, but it is not the reference endmember.

Overall, the methods are doing better on the average on this dataset than on the Urban dataset. The difference in performance between methods that use scale-invariant fidelity terms and those that do not is less than for the Urban dataset, indicating that the Houston dataset has less spectral variability concerning scaling of spectra. The common ambiguity in the solutions for the “running_track” endmember is probably because it is the most under-represented endmember.

c) Apex dataset: The Apex dataset is the final dataset for the evaluation of blind unmixing performance. Fig. 17 shows all extracted endmembers for all the methods, while Table VI tabulates the average SAD scores for individual endmembers along with the mSAD score. This dataset has very distinct and easily identifiable endmembers. The water endmember in this dataset can be challenging because the water spectra have a tiny scale compared to the other endmembers. Methods using scale-sensitive similarity measures such as MSE can have difficulties with extracting such endmembers. A scale-sensitive objective function can be lowered more by extracting a variant of a well-represented endmember instead of the tiny scale endmember. An endmember having a tiny scale can also manifest as a poorly learned endmember having irregularities and generally being badly formed.
Fig. 17. Plots of all extracted endmembers by all methods (blue curves) and the reference endmembers (red) for the Apex dataset with four reference endmembers. The number of runs is 25.
In Fig. 17, we see that all methods utilizing SAD as the similarity measure in the loss function have no trouble extracting the “Water” endmember, and it is close to the reference. The water spectra in the dataset have minimal spectral variability, which explains the excellent match. CNNAEU has good accuracy and consistency for this dataset. OSPAEU, which uses a scale-sensitive fidelity term, the hyper-Laplacian loss, manages to extract the “Water” endmember very well. The loss is a $p$-norm of the difference between input and reconstruction raised to the power $p$ and having $p = 0.7$, which can explain why the lower scale of the endmember is not as problematic as it is for the MSE loss.

The Endnet method fails consistently to extract the “Water” endmember and extracts some vegetation endmember instead. This can be explained by the MSE term in the loss of this method. Despite this, the method has a good consistency. The MTAEU and DAEU methods fail to consistently extract the reference form of the “Roof” endmember and extract some vegetation endmember instead. It is hard to attribute this to some implementation details without doing some experimentation. However, the methods that have bad accuracy for the “Roof” endmember all have deep encoders, i.e., MTAEU, DAEU, and OSPAEU. NLAEU, SNSA, uDAS, and DAEN all have trouble with the “Road” and the “Water” endmember.

d) Average mSAD versus scale invariance: Fig. 19 shows the average mSAD for all real datasets of method groups, where their loss function is scale invariant or non-scale invariant. The SAD and SID similarity measure are scale invariant. All methods using the MSE and the hyper-Laplacian loss function belong to the last group of scale-sensitive methods. The graph clearly shows that having a non-scale-invariant loss function leads to substantially lower performance than if a scale-invariant loss had been used.

2) Abundance Maps: The quality of generated abundance maps by blind unmixing methods depends on the quality of the extracted endmembers. The discussion of abundance maps will be limited to the Urban dataset. Fig. 18 shows the generated abundance maps for all methods for the best mSAD score. Table VII tabulates the RMSE scores for individual endmembers and the average of all maps.

The method that achieves the lowest RMSE score is the MTAEU method. CNNAEU, despite having a lower mSAD score, does not achieve a good RMSE score. Fig. 18 shows that the abundance maps for CNNAEU are intense and sparse. This is a consequence of using the softmax function to enforce the ASC and using a sizeable spatial filter for the decoder convolutional layer. This causes high values of the feature maps entering the softmax function, which then acts like $\ell_1$-sparsity regularization.

### TABLE VI
SAD FROM REFERENCE ENDMEMBERS IN RADIANS ALONG WITH THE STANDARD DEVIATION FOR ALL METHODS FOR THE APEX DATASET WITH FOUR REFERENCE ENDMEMBERS

<table>
<thead>
<tr>
<th>Endmember Method</th>
<th>Road</th>
<th>Water</th>
<th>Roof</th>
<th>Grass</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNNAEU</td>
<td>0.0587±0.0200</td>
<td>0.0417±0.0037</td>
<td>0.1233±0.0061</td>
<td>0.0621±0.0038</td>
<td>0.0714±0.0046</td>
</tr>
<tr>
<td>MTAEU</td>
<td>0.1126±0.0411</td>
<td>0.1365±0.0166</td>
<td>0.5460±0.2512</td>
<td>0.0992±0.0077</td>
<td>0.2236±0.0726</td>
</tr>
<tr>
<td>DAEU</td>
<td>0.3677±0.1136</td>
<td>0.1061±0.0250</td>
<td>0.2320±0.1767</td>
<td>0.1193±0.0377</td>
<td>0.2053±0.0350</td>
</tr>
<tr>
<td>DAEN</td>
<td>0.5577±0.2397</td>
<td>0.5120±0.1233</td>
<td>0.1219±0.0747</td>
<td>0.0585±0.0947</td>
<td>0.3125±0.0732</td>
</tr>
<tr>
<td>SIDAPEU</td>
<td>0.3444±0.0450</td>
<td>0.1695±0.0444</td>
<td>0.1284±0.0229</td>
<td>0.0561±0.0167</td>
<td>0.1746±0.0232</td>
</tr>
<tr>
<td>OSPAEU</td>
<td>0.0749±0.0085</td>
<td>0.0662±0.0144</td>
<td>0.1652±0.2523</td>
<td>0.1318±0.0245</td>
<td>0.1095±0.0607</td>
</tr>
<tr>
<td>Endnet</td>
<td>0.0902±0.0099</td>
<td>1.0985±0.0044</td>
<td>0.0515±0.0068</td>
<td>0.0935±0.0079</td>
<td>0.3334±0.0039</td>
</tr>
<tr>
<td>mDAE</td>
<td>0.4818±0.1768</td>
<td>1.0567±0.1836</td>
<td>0.2302±0.0877</td>
<td>0.4956±0.0765</td>
<td>0.5661±0.0625</td>
</tr>
<tr>
<td>NAE-VCA</td>
<td>0.3967±0.0904</td>
<td>0.7177±0.1627</td>
<td>0.1404±0.0206</td>
<td>0.3821±0.0669</td>
<td>0.4092±0.0563</td>
</tr>
<tr>
<td>SNSA</td>
<td>0.632±0.1827</td>
<td>0.5669±0.0928</td>
<td>0.0946±0.0616</td>
<td>0.0607±0.0024</td>
<td>0.3387±0.0536</td>
</tr>
<tr>
<td>uDAS</td>
<td>0.3082±0.1042</td>
<td>0.5828±0.1590</td>
<td>0.1257±0.0499</td>
<td>0.1004±0.0479</td>
<td>0.2791±0.0589</td>
</tr>
<tr>
<td>NMF- $\ell_1/2$</td>
<td>0.5166±0.0363</td>
<td>0.4635±0.0742</td>
<td>0.1304±0.0200</td>
<td>0.1008±0.0162</td>
<td>0.3028±0.0237</td>
</tr>
</tbody>
</table>

The number of runs is 25. Best results are in red and the second best in blue.

### TABLE VII
RMSE BETWEEN GENERATED ABUNDANCE MAPS AND REFERENCE MAPS FOR THE URBAN DATASET WITH FOUR REFERENCE ENDMEMBERS

<table>
<thead>
<tr>
<th>Endmember Method</th>
<th>Asphalt</th>
<th>Grass</th>
<th>Tree</th>
<th>Roof</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNNAEU</td>
<td>0.2567±0.0082</td>
<td>0.2944±0.0124</td>
<td>0.2084±0.0171</td>
<td>0.1675±0.0188</td>
<td>0.2369±0.0104</td>
</tr>
<tr>
<td>MTAEU</td>
<td>0.1517±0.0033</td>
<td>0.149±0.0054</td>
<td>0.0822±0.0052</td>
<td>0.0889±0.0043</td>
<td>0.1226±0.0032</td>
</tr>
<tr>
<td>DAEU</td>
<td>0.1689±0.0475</td>
<td>0.2292±0.0563</td>
<td>0.1856±0.0693</td>
<td>0.1314±0.0407</td>
<td>0.1862±0.0380</td>
</tr>
<tr>
<td>DAEN</td>
<td>0.3585±0.0001</td>
<td>0.4007±0.0005</td>
<td>0.4048±0.0002</td>
<td>0.2370±0.0002</td>
<td>0.3568±0.0002</td>
</tr>
<tr>
<td>SIDAPEU</td>
<td>0.1721±0.0554</td>
<td>0.1973±0.0520</td>
<td>0.1625±0.0376</td>
<td>0.1620±0.0621</td>
<td>0.1767±0.0424</td>
</tr>
<tr>
<td>OSPAEU</td>
<td>0.2657±0.0456</td>
<td>0.3464±0.0302</td>
<td>0.3090±0.0447</td>
<td>0.1918±0.0467</td>
<td>0.2868±0.0203</td>
</tr>
<tr>
<td>Endnet</td>
<td>0.142±0.0263</td>
<td>0.1738±0.0153</td>
<td>0.0896±0.0109</td>
<td>0.1102±0.0238</td>
<td>0.1338±0.0126</td>
</tr>
<tr>
<td>mDAE</td>
<td>0.3477±0.0393</td>
<td>0.3273±0.0413</td>
<td>0.3617±0.0332</td>
<td>0.2948±0.0735</td>
<td>0.3351±0.0262</td>
</tr>
<tr>
<td>NAE-VCA</td>
<td>0.2744±0.0106</td>
<td>0.3449±0.0342</td>
<td>0.3741±0.0747</td>
<td>0.1749±0.0311</td>
<td>0.3048±0.0126</td>
</tr>
<tr>
<td>SNSA</td>
<td>0.3356±0.0095</td>
<td>0.4112±0.0022</td>
<td>0.3535±0.0037</td>
<td>0.2074±0.0020</td>
<td>0.3353±0.0037</td>
</tr>
<tr>
<td>uDAS</td>
<td>0.3265±0.0104</td>
<td>0.4340±0.0177</td>
<td>0.3140±0.0200</td>
<td>0.2040±0.0090</td>
<td>0.3302±0.0032</td>
</tr>
<tr>
<td>NMF- $\ell_1/2$</td>
<td>0.4163±0.0016</td>
<td>0.4511±0.0044</td>
<td>0.4343±0.0038</td>
<td>0.2391±0.0012</td>
<td>0.3945±0.0006</td>
</tr>
</tbody>
</table>

The number of runs is 25. Best results are in red and the second best in blue.
Fig. 18. Abundance maps for the run with the best mSAD score for all methods for the Urban dataset. The reference abundance maps are in the top row.
The OSPAEU method also produces intense and binary-looking abundance maps. This results likely from the orthogonality of the abundances maps. The Endnet method achieves the second-lowest RMSE score and produces good abundance maps. This method employs forced sparsity by applying a “top_k” function to the abundances, selecting the k highest abundances and setting all the others to zero. A value of k = 2 was used in the experiments.

F. Robustness to Noise

A blind unmixing experiment was performed using the Samson dataset to investigate the methods’ robustness to noise. The dataset was corrupted with noise to obtain four versions having signal-to-noise ratio (SNR) of 10, 20, 30, and 40 dB. Fig. 20 shows a bar chart of the mSAD score of all the methods for the Samson dataset for the four different SNR levels and the original uncorrupted dataset. Fig. 20 shows that most methods are relatively robust to noise. MTAEU and OSPAEU seem largely unaffected by the noise for this dataset. Endnet shows good performance and low variance for all SNR levels but is relatively largely affected by SNR = 10 dB.

Paradoxically, SNSA and DAEN perform best at SNR = 10 dB. NLAEU is heavily affected by noise, and SIDAEU does not handle SNR = 10 dB well. CNNAEU performs best under moderate noise (SNR = 30) corruption and also has a low variance for this SNR. The NMF method performs best at SNR = 20 and 30 dB. We are not able to explain why some methods perform better at the highest noise level than with moderate noise.

Endnet has the best performance and the best consistency on the original dataset, and MTAEU has the second-best performance. CNNAEU comes third. Interestingly, the NMF method performs worse on the original dataset than on the datasets having SNR = 20 and 30 dB.

Two synthetic datasets from the spectral variability experiment, having no and moderate spectral variability, were used for robustness experiments. They were corrupted with noise also such that each image has SNR of 20, 30, and 40 dB. This is useful because it decouples the effects of spectral variability and noise. The results are shown in Fig. 21(a) for no spectral variability and in Fig. 21(b) when there is moderate spectral variability.

In Fig. 21(a), we see that the MSE-based methods perform best, with the exception of NMF-ℓ1/2 and mDAE. The methods SNSA, uDAS, and DAEN perform overall best. This is not very surprising as the HSI does not have any spectral variability, and all the methods, except NMF-ℓ1/2, are designed to deal with noisy data. Comparing these methods to NMF-ℓ1/2 confirms this.

CNNAEU and MTAEU that use SAD loss are the best-performing methods. Somewhat surprisingly, the method Endnet is the worst-performing method. This is very different from the Samson experiment where it was the best-performing method. The SAD-based methods are practically unaffected by the different noise levels with the exception of the Endnet and SIDAEU methods.

From Fig. 21(b), we can see a different situation with the addition of some spectral variability. The MSE-based methods perform worse compared to SAD-based methods, as expected. It is interesting to see that the NMF-ℓ1/2 method performs better for SNR = 30 and 40 dB than the other MSE methods and some SAD methods. Again, Endnet performs relatively poorly on this dataset.

The NAE-VCA performs best overall of the MSE methods. In addition, the addition of spectral variability increases the variance of the uDAS method substantially. CNNAEU also shows increased variance for two noise levels, while SIDAEU shows decreased variance. It can be seen by comparing the figures that the SAD-based methods, especially MTAEU, CNNAEU, and OSPAEU, show good robustness against both spectral variability and noise. It is puzzling that both NAE-VCA and mDAE perform best at the highest SNR.

This experiment indicates that using the SAD loss for unmixing autoencoders can provide good robustness to both spectral variability and noise, although they are not designed for that. The consistency of CNNAEU and MTAEU regarding noise and spectral variability demonstrates this.

G. Computation Cost

It is challenging to meaningfully compare the running time of different methods since it depends on hyperparameters such as batch size, the number of training data samples, and implementation details such as what programming language and DL framework are being used. In addition, CNN methods run on a GPU, while dense neural network methods run on a CPU if implemented using Tensorflow or MATLAB. Table VIII shows running times in seconds for a single run for the methods for three different datasets. The main conclusion that can be drawn from Table VIII is that methods implemented in the Python programming language using the Tensorflow or Pytorch DL frameworks are significantly faster than the methods implemented in MATLAB. The experiments were performed on a computer with an eight-core CPU and 64 GB of memory and a GPU with 11 GB of memory.

VII. Conclusion

This article critically compares numerous blind autoencoder-based unmixing methods and gives an overview of the architectures and implementation details utilized up until now. Eleven
Fig. 20. Bar plot of the mSAD score for all methods for the Samson dataset with four different levels of SNR and the original uncorrupted dataset. The black vertical lines show the standard deviation. All experiments consisted of 25 runs.

Fig. 21. Bar plot of the mSAD score for all methods for the synthetic datasets having (a) no spectral variability and (b) moderate spectral variability ($r = 0.2$) and with three different levels of SNR (20, 30, and 40 dB). (a) Synthetic dataset having no spectral variability with three different levels of SNR. (b) Synthetic dataset having moderate spectral variability with three different levels of SNR.
different autoencoder methods were compared by performing blind unmixing on four different real hyperspectral datasets and four synthetic datasets with a varying degree of spectral variability.

It is generally tough to interpret the results of experiments in terms of concrete implementation details of neural network methods when they differ in so many ways. Because of this, comprehensive ablation experiments with a simple spectral unmixing autoencoder were carried out. These ablation experiments provide further experimental evidence for many of the details discussed in this article.

Why do autoencoders work well for spectral unmixing compared to traditional methods? What exactly is it that makes them perform so well? A linear nonnegative autoencoder using the MSE loss function essentially performs NMF and should perform similarly to traditional NMF methods in unmixing. However, autoencoders can use any loss functions that allow for backpropagation. The option to use scale-invariant loss functions gives autoencoders increased flexibility over traditional methods for linear unmixing. In addition, the encoder and the decoder can be arbitrarily nonlinear, which can further improve performance.

Because of inherent spectral variability in real HSIs and the inability of the LMM to model it, the scale-invariance of the loss function used by the methods matters extensively. The results of the experiments with real datasets confirm this. The results of ablation experiments where a simple autoencoder was compared to the NMF-$\ell_1/2$ method and experiments with the synthetic datasets with varying spectral variability further strengthen this conclusion.

Scale-sensitive fidelity terms should be avoided if the method performs unmixing according to the LMM model. Unless the architecture of the method is designed to handle spectral variability, such as the method in [77], a scale-invariant loss or as close to it as possible should be chosen. Even if spectral variability is handled by the method, another problem remains if a strongly scale-sensitive similarity measure such as MSE is used. It is the difficulty with extracting endmembers that have a tiny scale compared to all the other endmembers in a scene, such as the water endmember in the Apex dataset.

The ablation experiments show that an LReLU activation that allows negative activations, coupled with the softmax function to enforce the ASC constraint, works well and is robust. In addition, the batch size is an important parameter for spectral unmixing autoencoders, and it is dataset dependent. Furthermore, using nonlinear decoders with a higher number of parameters can benefit the quality of extracted endmembers, especially if the images have substantial nonlinear mixing.

Another observation concerns the use of spatial information, i.e., whether methods process a single spectrum at a time or if they operate on a patch at a time and make use of the spatial correlations existing within real HSIs. The spectral–spatial methods seem to benefit from the additional spatial information by operating on whole patches of HSIs at a time. This is especially evident on the synthetic dataset. Using as much of the available information within an HSI as possible can lead to better unmixing performance if done correctly. Better performance can come, e.g., in the form of better consistency.

At this moment, the greatest challenge for HU using autoencoders is creating methods that perform well and have a good consistency for many diverse datasets. Methods can show very strong performance on one dataset and mediocre performance on a different dataset. Increasing the robustness of autoencoder methods will continue to be a crucial issue going forward. Handling endmember variability is an aspect of this.

Recently, multistream autoencoders utilizing adversarial regularizations or VAEs have become popular. VAEs allow for treating endmembers as distributions instead of having them fixed for every pixel. Doing so enables methods to address spectral variability with scale-sensitive object functions. This is a promising approach that abandons unmixing models such as the LMM, which can be too restrictive and simple. Using generative models in this way is a trend that the authors expect to continue. In addition, borrowing concepts from image-to-image translation such as cycle consistency and perceptual loss shows promise. The performance of autoencoder methods adhering strictly to restrictive and simple models such as the LMM is unlikely to see much more improvement and more complex, e.g., multistream, combined with adversarial or variational architectures, will be needed for better performance and robustness in the future.

The intersection of HU and DL is currently a very vibrant field of research. More and more autoencoder-based methods are being published every year, utilizing the latest results from the study of autoencoders in the context of DL.
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