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Abstract 

Growth of self-assembled quantum dots is of great interest due to their potential quantum 

confinement effect and numerous applications in optoelectronics and nano-sized structures. 

Semiconducting Si, Ge and SiGe nanocrystals (NCs), embedded in a dielectric-oxide matrix 

have for instance been found to exhibit strong quantum confinement. For SiGe nano-based 

structures in addition to strong quantum confinement effect they offer the advantage of fine 

tuneability of energy-band structure via quantum confinement, strain engineering and varying 

the Si/Ge ratio.  

Among the most common methods to obtain NCs embedded in oxide systems is deposition 

with magnetron sputtering, followed by subsequent anneal treatments. However, the device 

performance obtained are lower in production line than obtained for research devices. This 

has mainly been attributed to the thermal treatment used, which causes strain accumulation 

within the structure, dislocations and dangling bonds, clustering and phase separation of Ge 

in Si1-xGex system, diffusion and formation of unwanted insulating oxide. All of these side-

effects cause degradation of optical and electrical properties of the fabricated structures.  

In this study, structures comprising of SiO2/SiGe/SiO2 and TiO2/SiGe/TiO2 were 

fabricated by utilizing radio frequency (rfMS), direct current (dcMS) and/or high power 

impulse magnetron sputtering (HiPIMS). The structures were then subjected to thermal 

and/or hydrogen (H2) plasma treatment. Their photocurrent intensity was increased by up to 

several orders of magnitude along with wider spectral coverage into near infra-red regime by 

controlling the sputter discharge and anneal parameters. Moreover, as a proof of concept, a 

control over the HiPIMS discharge parameters have exhibited the possibility of obtaining as-

grown crystalline structures, consisting of SiGe NCs without the need of annealing, along 

with a viable control over the size of NCs. The annealing of such structure prepared via 

HiPIMS method, have shown an interesting self-organization of periodically arranged 

columnar SiGe NCs. Exposure to hydrogen plasma of both as-grown samples and annealed 

samples ensued amplification in photoconductivity by neutralization of dangling bonds and 

passivation of non-radiative defects in the oxide matrix and/or at SiGe/matrix interfaces. 
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Útdráttur 

Ræktun sjálfsamsettra skammtapunkta er mjög áhugavert rannsóknaverkefni vegna 

margvíslegra notkunarmöguleika í ljósnæmum rafeindatækjum og ýmsum örsmáum 

skynjurum. Hálfleiðandi Si, Ge og SiGe öragnir í þunnhúðum úr torleiðiefnum (einkum 

málmoxíðum) hafa til dæmis reynst hafa sterka skammtaeiginleika. Sökum skammtahrifa má 

fínstilla þá ljós-öldulengd sem þarf til að gera þá leiðandi með því að stýra stærð öragnanna, 

hlutfalli milli Si og Ge og álagi sem þeir verða fyrir í þunnhúðinni.  

Algengasta leiðin til að búa til ofangreind kerfi er þunnhúðun með segulspætun og 

hitameðhöndlun í kjölfarið. Hefðbundin hitameðferð veldur hinsvegar ákveðnum skemmdum 

í Si1-xGex kerfinu, s.s. lausum efnatengjum, efnis-aðskilnaði, myndun þyrpinga og útsveimi. 

Þessar aukaverkanir rýra ljós- og rafeiginleika efnisins. Framleiðslu aðferðir sem valda ekki 

slíkum skemmdum geta því haft mikla þýðingu. 

Í þessari rannsókn voru riðspennu (rfMS)-, jafnspennu (dcMS) - og háaflpúlsuð segulspætun 

(HiPIMS) aðferðir notaðar til að rækta lög af SiO2/SiGe/SiO2 og TiO2/SiGe/TiO2 kerfum. Í 

kjölfarið var mildum hita- og vetnis rafgasmeðferðum beitt til að framkalla SiGe og Ge öragnir 

í húðinni sem sýndu breytilega ljósnæmni. Með þessum hætti tókst að auka ljósnæmnina um 

nokkrar stærðargráður auk þess sem næmnisvið litrófsins var víkkað. Önnur megin niðurstaða 

er að með notkun HiPIMS aðferðarinnar tóks að útbúa sýni með háa ljósnæmni án þess að 

hitameðhöndla þau. Meðhöndlun með vetnis-rafgasi leiddi til mikillar (stærðargráðu) 

aukningar á ljósnæmni húðanna, bæði fyrir og eftir hitaneðhöndlun. 
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Chapter 1 

1 Introduction 

The compatibility of silicon (Si) with germanium (Ge) and their transition from two-

dimensional structure to nano-crystallites (NCs) or nanoparticles has grasped the interest of 

numerous researchers. Employment of SiGe nanocrystals (NCs) hetero-structures have 

heightened the applications of monolithic Si-based devices because of their high light 

emission efficiency. The lattice mismatch of 4.2 % between Si and Ge [1–3], formerly a 

stumbling block, has turned-out to materialize the advantage of such system in quantum 

electronic and optoelectronic devices, by tailoring the bandgap of the system via quantum 

confinement, strain engineering and/or varying Ge ratio [1,4–6]. 

One of the objectives in fabricating such structures is to increase the efficiency of 

photoconductive devices by widening the spectral sensitivity interval from visible to near 

infrared with the aim towards applications in photovoltaics [7], optoelectronics [8,9], 

photodetectors [10], and optical-telecommunications [9]. A considerable effort has been 

devoted to the clarification of their self-assembly, and whether nanoparticles with dense 

arrays can be achieved with better control and reliability of their size and properties. These 

structures have drawn interest especially because of their potential bandgap-tuning by 

quantization to the optimal power and energies for conversion efficiency and enhancement 

of optical properties [11–13]. SiGe nanostructures embedded in dielectric/ oxide matrices are 

potential elements for application in optoelectronic devices. 

Being an indirect bandgap semiconductor, Si has relatively poor light absorption [14–17]. 

Mixing Si with Ge results in reduced bandgap and increased absorption coefficient at longer 

wavelengths. The bandgap can be further reduced by introducing strain in the Si1-xGex system  

[1,4–6]. Ge is also an indirect bandgap material but with much smaller energy difference 

between the indirect and direct bandgaps than in the case of Si (136 meV for Ge vs 2.4 eV 

for Si) [18]. Introducing a tensile strain in the crystal lattice additionally reduces the energy 

difference between the direct and indirect bandgaps because the direct bandgap shrinks faster 

than the indirect one. Thus, the bandgap of the SiGe nanocrystals (NCs) can also be adjusted 

to enhance energy conversion efficiency and optical properties by utilizing strain engineering 

[11,12,19–21]. 

For this purpose, significant work has been carried out to fabricate structures having SiGe 

NCs embedded in oxide matrices such as SiO2 [22–29], Al2O3 [30,31], HfO2 [31], SiN3 and 

TiO2 [11,32–36]. Of these, SiO2 and TiO2 have gained considerable interest due to many 

reasons. SiO2 remains amorphous while providing lateral confinement upto high anneal 

temperature and is compatible with the well-established Si technology [37]. TiO2 have shown 

potential candidacy in optics for being cost effective, it is thermodynamically stable, has 

dense structure, and has high dielectric constant and refractive index [33,38–40]. In bulk 

form, TiO2 exhibits three polymorphs i.e., two tetragonal (anatase and rutile) and one 



 
 

 

orthorhombic (brookite) [38,41,42]. Out of these, only anatase and rutile have been observed 

in thin film form, having bandgap energy of 3.2 and 3.0 eV, respectively [38,39,42,43]. The 

rutile phase is thermodynamically stable and has slightly extended photo-response in the 

visible range as compared to the anatase phase. The electron-hole rates in TiO2 films are 

affected by the direct (rutile) and indirect (anatase) nature of the bandgaps. Therefore higher 

carrier recombination rates are observed for rutile having an exponential decay profile for 

electrons and holes, while anatase has longer charge-carrier lifetime and non-exponential 

decay profile [44,45]. The rutile phase is the densest of the three structures (4.25 g/cm3) 

[38,46] is transparent upto high end of visible spectral range [45,47] and has high refractive 

index [47,48] (up to 2.75 at 550 nm). Hence, rutile is broadly utilized for optical coatings, 

optoelectronic and semiconductor electronics [49]. Its high dielectric constant also makes it 

a desirable candidate in microelectronic devices [38,43,47,50]. The anatase phase however, 

is known to exhibit photocatalytic activity superior to that of the rutile phase [45,50]. 

Formation of SiGe nanocrystals (NCs) in oxide matrix via deposition by magnetron 

sputtering and subsequent annealing is a widely applied approach [23,24,31,32,51–62] as it 

gives good control over optical properties by varying the Ge atomic fraction, the size and 

shape of the NCs and the crystallinity of the NCs. However, a common drawback of the 

annealing step is a strain relaxation (resulting in dislocation nucleation or intermixing at the 

SiGe/matrix interface) in the structure, creating dislocations, point defects, dangling bonds, 

Ge clustering and altered interface morphology. All these phenomena are well known to 

degrade the optoelectronic and electrical properties of the structure. Additionally, issues 

commonly observed with fabrication of such structures include inhomogeneity at the 

matrix/nanoparticle interfaces [16,63,64]. The interface of such structure has been a matter 

of concern in studying the optical response as it may give rise to dangling bonds acting as 

electrically active interface traps (known as Pb-type defects) [51,63]. These interface traps 

produce scattering centers, which can affect the mobility of charge carriers, thus altering the 

transport properties [63,65]. Moreover, sharp interfaces with an abrupt change in the 

dielectric constant or thermal expansion coefficients, gives rise to surface polarization effect 

due to the local field built up (which assumes a crucial role for systems characterized by 

strong charge inhomogeneity) or strain development in the structure (influencing the size and 

shape of the NCs, thus resulting in alteration of the bandgap energy). 

With the aim to enhance optical and electrical properties, SiGe nanoparticles are 

sandwiched within oxide matrix, several different approaches were adopted in this work for 

the fabrication and treatment of the structures: 

 controlling annealing parameters, with the aim to avoid: diffusion of oxygen and/or 

formation of insulating SiO2 layer, strain development in the structure and large 

variation in the SiGe ratio due to phase separation in the SiGe nanoparticles. 

 use of the HiPIMS method, in order to obtain nano-crystallites already at as-grown 

state. 

 employing hydrogen plasma treatment over as-grown or annealed structures, thus 

passivating the shallow and deep-level traps, defects in form of dangling bonds 

and/or non-radiative centers (Pb-defects), along with reduction of the fixed positive 

oxide charges and formation of relaxed amorphous oxides. 

The objective of this study is to obtain oxide films (TiO2, SiO2) functionalized with Si1-

xGex nanoparticles (NPs), photosensitive in the 0.6-1.2 μm spectral range. Novel solutions for 

obtaining a new advanced material with targeted photoconductive (PHC) properties were 
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derived. The innovative results achieved in the project are: functionalized oxide films with 

Si1-xGex NPs where the spectral range of sensitivity is controlled by engineering NPs sizes, 

composition and concentration; fabrication of PHC-SiGe film-based demonstrator with the 

targeted PHC properties. At present, for evaluating different slippery road conditions, InGaAs 

and Si photodetectors (commercial) are used. The PHCG-SiGe based oxide films have 

improved sensitivity beyond the λ>1.1 μm Si edge,  require less expensive technology and 

are less raw material demanding than the currently available  photodetectors.  
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Chapter 2 

2 Theoretical frame of reference 

2.1 Semiconductors 

Semiconductors are a class of material having electrical conductivity between those of 

conductors and insulators. Here an insulator is a material that does not conduct electrical 

current under normal conditions. Most good insulators are compounds rather than single-

element materials and have very high electrical resistivity. A conductor is a material that 

easily conducts electrical current. Most of the metals are good conductors. Silicon and 

gemanium are the best known elemental semiconductors. As the name suggest elemental 

semiconductors are formed from a single chemical element which itself acts as a 

semiconductor by origin. Si and Ge both belong to group IV in the periodic table of elements, 

on the border of the line separating metals and nonmetals. They have cubic lattice structure 

with varying lattice parameters. The basic properties of Si and Ge will be discussed in later 

paragraphs.   

In contrast to elemental semiconductors, compound semiconductors are composed of two 

or more elements. GaAs and InP are common examples of the latter. These compound 

semiconductors provide an example of group III-V semiconductors, where one element in the 

semiconductor belongs to group III of the periodic table and the other to group V. The 

chemical bonds in III-V semiconductors are much similar to that for elemental semiconductor 

(i.e. number of electrons and protons is equal), this is because there is one electron deficiency 

for the group III elements which is compensated by one extra electron in the group V element. 

Similar explanation goes for compound semiconductors of II-IV. However in this case group 

II element is deficient by two electrons which is compensated by two extra electrons in group 

IV elements. Details about the compound semiconductors will not be further entertained here.  

 Semiconductors are also classified on the basis of their band structure as: 

 Direct bandgap semiconductor  

 Indirect bandgap semiconductor 

Before describing the (energy) band structures of semiconductors, it is crucial to 

understand the electron configuration in crystals. Each electron of an atom has its unique set 

of so-called quantum numbers, defining their energy and position. When numbers of atoms 

approach each other to form a solid, their outermost electrons (valence electrons) start to 

interact with each other. As dictated by Pauli’s exclusive principle, no two electrons of the 

same atom or system can have the same set of quantum numbers.Thus, the sharp (discrete) 

energy-levels of the atoms overlap to form a bundle or band of energy levels, so-called energy 

band. Upon further approach of the atoms, the energy band split into two energy bands 

corresponding to bundles of bonding and antibonding molecular orbitals. In particular, the 

lower energy bands correspond to bonding are referred to as valance band and is regarded as 
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a linear combination of all bonding orbitals formed between constituent pairs of atoms in the 

crystal. In contrast, the linear combination of all anti-bonding orbitals having the higher 

energies are referred to as conduction band. A resultant consequence of the electronic 

structure with bonding and anti-bonding orbitals is the appearance of bandgap or energy gap 

(Eg), the size of which depends on the binding energy of the crystals and on the widths of the 

valance and conduction band. 

For an insulator this gap is quite large. Exitation of electrons from the valence to 

conduction band requires large amount of energy and only very few mobile carriers will ever 

be present within an insulator at moderate temperatures. For conductors (classical metals) the 

bands i.e. valance and conduction band do overlap and little or no energy is required to 

generate mobile carriers. Thus in between insulators and conductors are semiconductors 

having a bandgap that is relatively small and is between those of metals and insulators (See 

Fig. 1). 

 

Figure 1. Schematic expression of the bandgap of (a) insulator, (b) semiconductor and (c) 

conductors. CB and VB corresponds to conduction and valence band, respectively. 

Thus the bandgap of semiconductors i.e. direct and indirect bandgap can be explained by 

the band structure, where the electrons in solids have a wave like character represented by a 

wave vector 𝑘⃗ . Thus for crystalline meatrials a simple energy band diagram can be 

constructed as E vs. 𝑘⃗ , that presents the valence and conduction band.  

In lattices, the band structure takes complex 3-dimensional shape. Semiconductors having 

their lowest laying minima of the conduction band directly above the highest maxima of the 

valence bands (thus at the same wave-vector) are referred to as direct bandgap 

semiconductors. Similarly, if the lowest laying minima of the conduction band does not 

appear at the same wavevector as the highest maxima of the valence band, the semiconductor 

is said to be with indirect bandgap.  In a direct bandgap semiconductor the electron can be 

excited from the valence band (VB) to the conduction band (CB) directly without any change 

in its momentum at 𝑘 = 0; for instance by thermal excitation or by optical absorption. On the 

contrary in an indirect bandgap semiconductor the minimum in the conduction band does not 

occur at 𝑘 = 0, and thus there is a need for change in momentum. In this case excitation of 

electron form the VB to CB requires interaction with the crystal lattice in order to satisfy the 

principle of momentum conservation. A schematic representation of direct and indirect nature 

of bandgaps is shown in Fig. 2. The nature of bandgaps in semiconductors is of technological 

significance for optoelectronic applications. 
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Figure 2. Schematic presentation of (a) direct and (b) indirect bandgap in semiconductors. 

Silicon 

Silicon (Si) is the world´s most perceived material in modern electronic and optics, mainly 

due to its abundancy, low cost, incoherent toxicity and maturity in the purification process 

and device fabrication [66]. However, unlike most of the II – VI group nanoparticles (which 

have direct bandgap transitions), bulk Si posses indirect energy-gap which makes it less 

efficient in light emission. The emission and absorption of photon in this case requires in 

addition to energy a change in lattice vibration (i.e. phonon assisted excitation). Such 

limitation makes the use of bulk Si in optoelectronic application limited [67]. In addition, the 

bandgap of Si is too small to interact effectively in the visible spectrum. It could be anticipated 

that if the gap could be tuned, it could give Si larger role in optoelectronic applications. Low-

dimensional Si structures and NCs exhibit distinctive properties different to bulk-Si, and their 

bandgap can be tuned by altering the size, crystallinity and shape of the NCs (more detailed 

discussion will be given in succeeding chapter). Since 1990, when Canham [68] observed 

room temperature photoluminescence in porous Si in the visible range, silicon-clusters, 

nanoparticles (NPs/NCs) and quantum dots (QDs) have tantalized many research on 

experimental, theoretical and computational basis.  

 

Figure 3. The diamond crystal structure of silicon. 

Silicon crystalliezes in a diamond structure on a face-centered cubic (FCC) Bravais lattice 

displaced by one quarter of the body diagonal (a0/4 (1, 1, 1)) as visualized in Fig. 3. Other 

materials that possess a diamond structure when crystallized include for example, Ge, Sn and C. 

The lattice constant a0 for Si is 5.431 Å. The indirect bandgap of Si is 1.12 eV at 300 K.  

Conduction band

Valence band

(a) Direct Gap (b) Indirect Gap
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Germanium 

 Germanium (Ge) is an elemental semiconductor (metalloid) in group IV in the periodic 

table, just like Si. It was discovered in 1885 in Freiberg, Germany, and is greyish-white in 

color and has physical and chemical properties similar to that of Si. Like silicon, Ge has a 

diamond structure with a lattice parameter a0 = 5.658 A°. Although Si is superior to Ge in 

respect to mechanical properties, chemical stability and formation of stable oxides, Ge has its 

own advantages. These advantages includes higher carrier mobility and lattice constant closer 

to that of the III – IV group materials providing more coherency when such materials are 

matched together. 

Ge is an indirect bandgap material with Eg = 0.66 eV. However, it has direct bandgap of 

0.8 eV (EΓ1) (i.e. only 0.14 eV above the indirect bandgap [18]), which results in the 

aforementioned increase in carrier mobility and also provides the possibility of 

ttransformation from indirect to direct bandgap material upon application of strain. 

2.2 Quantum dots and quantum confinement 

Semiconductor quantum dots (QDs) are nano-sized inclusions that have smaller bandgap 

than its bulk counterpart. This difference in bandgap acts as a potential barrier for carriers, 

thus confining them inside the dot itself. This shrinkage in size at a nanometer scale makes 

the carriers occupy only discrete levels, and the transition between these levels in the 

conduction and valence band requires either the absorption or emission of photon at optical 

energies [69]. 

Semiconductor QDs have a crystal structure with diameter of few nanometers consisting 

of ~ 103 – 109 atoms. Quantum dots can be created by spatially confining the materials in 

three dimensions [70]. The dimensionality refers to the degree of freedom in term of direction 

in which the carriers within a material are free. In case of bulk semiconductor the carriers 

(electrons and holes) are free in all three directions, hence 3D structure. Now if we consider 

or spatially confine the bulk material in one direction we have a thin film (also referred to as 

quantum well). Further, if we now confine the thin film we are left with a 1D system also 

known as nanowires (NWs). Eventually when a material is confined in all three directions, 

we have a 0D structures i.e. QDs or nanoparticles/ nanocrystals (NPs/NCs). A schematic 

illustration of confinement from bulk to 0D structure is shown in Fig. 4. 

 

Figure 4. Low dimensional structure 3D – 0D, along with density of states vs. energy for bulk 

materials, quantum well, quantum wire and dots (i.e. 3D to 0D, respectively) [71]. 

For a semiconductor structure which is brought down to nanoscale, with low number of 

atoms, the quantized energy level become perceptible and distinct, and the quantum 

confinement effects plays a vital role in determining the properties of the material. Therefore, 

any addition or removal of atoms from the nanostructure (QD) significantly changes the 

energy levels within the bandgap thus making the bandgap size dependent [72–74]. The plot 
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in Fig. 4 can emphasize the importance of the spatial confinement of carriers, for density of 

states (DOS) for respective structures from bulk to low-dimensional structures.  As can be 

seen, the charge carriers in the 0D structures are restricted to a particular set of quantized 

energy states rather than a continuous band of allowable energies as in case of bulk materials 

[75]. There are several properties of QDs that make such structures intriguing for the purpose 

of science and technology. For example the possibility of bandgap tuning, discrete energy 

levels, high carrier mobility, long relaxation time and light absorption and emitting efficiency 

superior to that of their respective bulk counter parts [76]. 

2.3 Exciton Bohr radius 

A photon of energy greater or equal to the bandgap is capable of making an electron-hole 

pair by exciting an electron from the VB to CB, leaving an empty hole in its place. Such 

electron - hole (e-- h+) pair as an entity is called exciton. The average exciton size (called 

exciton Bohr radius) is smaller than the size of the QD, creating an energy confinement as 

the exciton is squeezed into the material. The Bohr radius of exciton is given by: 

𝑎𝐵 = 
4𝜋𝜀0𝜀∞ℏ2

𝑚0𝑒2  (
1

𝑚𝑒
∗ + 

1

𝑚ℎ
∗)                     (1) 

Where, 𝑎𝐵 is the Bohr radius,  𝜀0 is the permittivity of free space, ℏ is the reduced Planck's 

constant, 𝑚0 is the electron rest mass, e is the elementary charge, and 𝑚𝑒
∗  and 𝑚ℎ

∗  are the 

effective masses of electrons and holes, respectively.  In contrast to bulk materials, QDs do 

not form continuous valance and conduction bands. Instead they create discrete electronic 

states (energy levels); the bigger the QDs the smaller the bandgap will be. (Fig. 5). In brief, 

for QD the confinement of an electron in nanometer crystalline materials requires that its 

wave-function vanish outside the crystallite. The magnitude of the confinement energy can 

be determined by the equation: 

𝐸conf = 
ℏ2𝜋2

2𝑎2 (
1

𝑚𝑒
∗ + 

1

𝑚ℎ
∗) =  

ℏ2𝜋2

2𝑚0𝑎2                    (2) 

where, 𝑚0 is the reduced mass of the exciton system, and a is the radius of the quantum 

dot.  

Table 1. Exciton Bohr diameter along with Eg for various semiconductors. 

Semiconductors Exciton Bohr diameter (Å) Eg (eV) 

Si 37 (longitudinal) 

90 (transverse) 

1.12 

Ge 50 (longitudinal) 

200 (transverse) 

0.67 

GaAs 280 1.43 

CdSe 106 1.74 

CuCl 13 3.4 

ZnSe 84 2.58 

CdTe 150 1.50 

 

The effect of changing size on the bandgap of the QD’s depends on the confinement 

regime. This regime is a function of how the size of the quantum dot compares to the exciton 

Bohr radius aB, which can be calculated for a specific material usig Equation (1). If the 

quantum dot radius is of the same order of magnitude as the exciton Bohr radius, it is said to 
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be in the “weak confinement regime”. Quantum dots in the “strong confinement regime”, 

which are smaller than the exciton Bohr radius, are however of more interest. In this regime, 

confinement effects dominate and energy levels do not yet form a continuous spectrum, and 

the optical and electronic properties can be easily controlled. 

The nature of the e-- h+ bond, in some aspects analogues to that of the hydrogen atom, in 

which a single electron is bound to a single proton by Coulombic attraction. In similar fashion 

this applies to the behavior of exciton, as the electron orbits the hole and a set of hydrogen-

like states are created, and therefore the Schrödinger wave equation is easily adaptable in 

order to solve the energy states in a quantum dot. Furthermore, similar to that of Bohr’s model 

where electrons orbit the nucleus, the same notion is applied to QDs not just complying with 

the energy states but also to that of carrier orbit dimension. Thus, akin to an electron orbiting 

the nucleus with a dimension called Bohr radius, so does the e- orbiting a h+. In a QD exciton, 

the exciton Bohr radius is a critical dimension over which the size confinement of the 

materials is evaluated. Table 1 summarizes some of the semiconductors exciton Bohr radius 

[78–80]. Thus for instance in the case of Ge the exciton Bohr radius is 50 A°, this means in 

order to obtain a quantum confinement the size of Ge NCs needs to be approximately 50 A° 

or lower. 

 

Figure 5. Illustration of the change in energy levels as a function of crystal size. The quantum 

dot materials shows the individual energy levels which can be calculated using the particle-

in-a-box model [77]. As the crystal grows bigger, it approaches the bulk semiconductor state 

with energy bands separated by the bandgap energy. 

 

2.4 Low-dimensional nanostructures  

2.4.1 Si-NCs 

Silicon is the mainstay in semiconductor technology with its application in micro and 

nanoelectronics but it has been considered unsuitable for applications in optoelectronics 

owing to its indirect energy bandgap. This is until the discovery by by Cahnm and Cullis et 

Band gap

band

Conduction

Valence

band

Energy

crystal

Macroscopic Quantum Dots

Band gap

4

2

0

nm



11 
 

 

al. [68,81,82], showing the possibility of light emission in porous-Si. These low-dimensional 

Si-based structures have grasped interest of numerous researchers, with studies still under 

way aimed at increasing the room temperature light emission from systems such as Si-NCs, 

porous-Si, and superlattice structures embedded with Si NCs [62,83–85]. These recent 

developments have shed the focus on the fabrication of low dimensional NCs. Due to the 

exceeding small region of space in such systems, it has been given its name as ‘dots’ [86], 

thus eventually called Si quantum dots. In fact, these are also referred as artificial atoms as to 

reflect the importance of quantization observed in their properties [86]. It is believed that light 

emission in Si QDs/NCs structures is originated from the quantum confinement phenomena 

and from the defects or interface states present between Si-NCs and surrounding medium 

[56,87,88].  

A fundamental consequence of quantum confinement of electronic wave-function in Si-

NCs, is that these nanoparticles exhibit bandgap energy which is found to depend on the size 

of the NCs [89]. Another consequence of the quantum size effect in Si-NCs smaller than 

exciton-Bohr radius, is the spatial confinement of charge carries, i.e. there exists a significant 

overlap and a spread of the wave functions in k-space for the electrons and holes in NCs. 

Thus, quantum confinement in such systems results in efficient light emission with energy 

corresponding to the bandgap determined by the size of Si-NCs [90,91]. This allows for 

unique applications in the fields of optoelectronics, semiconductor memories and 

photovoltaics [92]. 

Among the various schemes employed for the synthesis of systems containing Si 

nanocrystals, structures with embedded Si-NCs in oxide matrices are of significant interest 

as the available growth techniques allow good control over the size and crystallinity of NCs, 

their distribution and density [11,21,32,34,83,87,91–97], along with very fast optical 

transition, and multiple carrier generation[98]. This results in potential applications of such 

systems in light emitters [84,87,92,99,100], photodetectors [98,101,102], solar cells 

[55,56,99,100], semiconductor memories [92] and silicon based lasers [21,55]. Systems with 

NCs embedded in a thin layer of dielectric/oxide matrix offer the possibility to tune the 

bandgap by controlling the size of the NCs.  

2.4.2 Fundamental properties of SiGe NCs 

The distinctive properties that awarded Si its leading position in the electronic world and 

devices includes: 

 A bandgap of 1.12 eV allows operation to temperatures several hundred degrees 

higher than for Ge. 

 A stable oxide, SiO2, which tends to act as a passivating mask in device 

manufacturing; thus preserving device functionality and surfaces. 

 An extremely low-density of surface states at interfaces especially at the SiO2-Si 

interface.  

In contrast, the oxide of Ge is not stable and the interface density of states is too high for 

the operation of a metal-oxide-semiconductor field effect transistors (MOSFET) [103][16]. 

In addition, the rapid improvements in Si technology, i.e., doubling the number of devices 

per chip and their speed approximately every 18 months, as postulated by Moore’s Law, have 

been in progress for the past 40 years. However, the dimensions have become so small that 

the device scaling is in jeopardy. Improvements based not only on dimensionality but also on 
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fundamental properties have to be realized. The mobility of electrons and holes is one such 

critical property and is ultimately related to the band structure. For instance, the band 

structures of Si has six equivalent CB minima and three VB maxima, all at the center of the 

Brillouin zone and application of stress to its structure profoundly affects the bandgap. Thus, 

in this situation, the six CB minima in Si are affected by the intervalley scattering and the 

degeneracy of VB is lifted. The changes in band structure lead to changes in mobility, where 

the holes will reside in the lower or the higher effective mass band, depending on the sign of 

the stress.  While, the electron mobility rises with stress because the intervalley scattering 

becomes smaller and the hole mobility increases when the effective mass becomes smaller. 

In order to overcome such strain-effect, one approach is the formation of SiGe alloy graded 

composition, or a deposition of relaxed Si1-xGex epitaxial layer on a silicon wafer 

[6,17,52,104] where the value of x can be varied (as discussed later in this chapter). A 

variation in x will cause a variation in the lattice constant accordingly. Experimentation with 

Si1-xGex epilayers, both strained and relaxed, started in the 1980s led to commercial devices 

[6,103]. Bandgap engineering for increased mobility of electrons and holes through strain, 

caused by the addition of germanium, has brought this element back full circle into 

mainstream electronic device technology. However, the outlook for Ge may be even brighter. 

The reader with an interest in this topic is referred to an excellent recent review by Hiller et 

al. [62].  

In the past two decades, much effort has been devoted to the study of Ge-NCs due to their 

wide range of applications in new integrated optoelectronic devices and highly-efficient solar 

cells [105]. Compared with Si-NCs, Ge-NCs exhibit strong 

visible photoluminescence and electroluminescence, which are suitable for fabrication of 

light-emitting devices [106–109]. The hole and electron mobilities of bulk Ge are 4.2 and 2.6 

times higher than those of Si [31,110], so that the nanostructured germanium is very 

promising for the development of high-speed devices. Also, the low energy bandgap of Ge 

(0.66 eV) can increase the quantum confinement effects inside Ge-NCs for promoting 

multiple exciton generation in third generation solar cells [105]. 

As an indirect bandgap semiconductor, Si has relatively poor light absorption. However 

mixing it with Ge results in reduced bandgap and increased absorption coefficient at longer 

wavelengths. A further reduction in the bandgap can be obtained by introducing strain in the 

Si1-xGex system [60]. As already mentioned, Ge is also an indirect bandgap material but with 

much smaller energy difference between the indirect and direct bandgaps than in the case of 

Si (136 meV for Ge vs 2.4 eV for Si) [3,111]. An introduction of a tensile strain in the crystal 

lattice additionally reduces the energy difference between the direct and indirect bandgaps 

because the direct bandgap shrinks faster than the indirect one. Thus, the bandgap of the SiGe 

nanocrystals (NCs) can be adjusted to enhance energy conversion efficiency and optical 

properties by utilizing strain engineering [11,12]. 

Physical properties of Si and Ge 

Si and Ge having similar lattice structure ( diamond) are completely miscible over the full 

range of composition [2,112,113] and hence can be formed into alloy of Si1-xGex with Ge 

fraction ranging from 0 – 100 %. The phase diagram in a binary system for Si-Ge is shown 

in Fig. 6.  
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Figure 6. Binary phase diagram of the Si-Ge. 

Furthermore, since Si and Ge have a different lattice constants, the misfit or lattice 

mismatch for Si1-xGex with respect to Si accounts for 4.2 %. The SiGe lattice constant is given 

by Vegard’s rule [2]:  

𝑎Si1−𝑥Ge𝑥
= 𝑎Si − 𝑥 (𝑎Ge − 𝑎Si)                               (3) 

However, for the lattice constant of bulk relaxed SiGe alloy, a small deviation from the 

Vegard’s rule is observed and the lattice constant is given by Kasper and Lyutovich [113] as: 

𝑎Si1−𝑥Ge𝑥
=  0.5431 + 0.01992𝑥 + 0.002733𝑥2                 (4) 

When the SiGe layer is grown over the Si-substrate, the lattice mismatch at the interface 

of these two materials has to be accommodated either by compression of SiGe layer such that 

it fits the lattice constant of Si-substrate or by the formation of misfit dislocations at the 

interface [2,112] (shown schematically in the Fig. 7). The dislocation-free strained SiGe in 

the former case is called “pseudomorphic” whereas, in the latter case the SiGe layer is relaxed 

(unstrained) with consequent formation of in plane misfit dislocation to accommodate the 

lattice mismatch. 

 

Figure 7. Sample illustration of Si1-xGex pseudomorphic growth and misfit dislocations [2]. 
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Critical thickness   

For Si1-xGex, the critical thickness (CT) can be defined as the thickness that can be grown 

before the strain relaxation occurs via formation of misfit dislocation i.e. the thickness above 

which a large amount of energy would be required to grown elastically strained (hetero) layer 

in coherence with the substrate[2,6]. The critical thickness as discussed iby Haddera et al. 

and Berbezier and Ronda [2,6] was found to depend on the Ge fraction in the Si1-xGex layer. 

The two most widely used critical thickness derivations in literature are those by Matthews 

and Blakeslee [114,115] and People and Bean [116]. According to Matthews and Blakeslee, 

the derivation for critical thickness was made on the basis of mechanical equilibrium of the 

threading dislocations. However for some hetero-layers which were grown at low 

temperatures, the critical thickness explained by Matthews and Blakeslee was exceeded. This 

inconsistency was later explained by People and Bean who re-calculated the CT, assuming 

that the misfit dislocation formation was dependent solely on the energy balance. Here the 

discrepancy between the two models can be described by a gradual strain relaxation process 

in the Si1-xGex layers as shown in Fig. 8 [2,113]. The layers with thickness below the Mathews 

can be considered as strained while layers with thickness above People and Blakeslee can be 

considered relaxed. The strained layers are usually termed as stable as they do not relax 

during any subsequent annealing [14]. The layer lying between these two curves are referred 

to as metastable. Although these layers are free of dislocations after the growth process, they 

are susceptible to relaxation by forming dislocation [117] and other form of instabilities 

(explained in [6,14]) during high temperature annealing. 

 

Figure 8. The critical Si1-xGex thickness as a function of germanium percentage [113]. 

Band structure  

Si1-xGex has a smaller bandgap than silicon, partly because of the lattice constant, which is 

larger, and because of lattice-mismatch induced strain [2]. Fig. 9 shows the variation in 

bandgap as a function of Ge fraction for both strained and unstrained Si1-xGex. It is to mention 

here that the bandgap is strongly depend on the type and magnitude of strain, which is further 

affected by the type and orientation of the substrate [6]. Thus, the data provided in Fig. 9 are 

for a Si (001) substrate. It is evident form the figure that the strain have an immense effect on 

the bandgap, and that the bandgap narrowing increases with increased Ge fraction. For the 
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unstrained Si1-xGex the variation in bandgap (Eg) as a function of Ge fraction can be 

determined by following equation [2,113]: 

𝐸g(𝑥) = 
5.88 − 9.58𝑥 + 4.43𝑥2,      𝑥 > 0.85  
1.17 − 0.47𝑥 + 0.24𝑥2,      𝑥 < 0.85

                   (5) 

Whereas for strained layers the following equation is appropriate: 

𝐸g(𝑥) = 1.17 − 0.94𝑥 + 0.34𝑥2                    (6) 

 The above equations are suitable over the entire range of Ge fraction.  

From above descriptions, it is worth noting that the band structure of hetero-devices is 

important in the operation design, and performance of electronic devices. For the case of Si1-

xGex, the strain can lift the degeneracy of the degenerated bands and alter the band alignment 

at the hetero-interface of the two materials. It is important to understand that the nature of 

strain in such structure comprises of two important components i.e. ‘hydrostatic’ strain and 

‘uniaxial or biaxial’ strain [113,118,119]. The former type of strain will change the position 

of the band while the latter type will split the degeneracy of the band. . At last, it can be 

concluded that not only the bandgaps are important for the hetero-layers, but the alignments 

of bands at the interface is also crucial for the device consideration. [A detailed study of strain 

in structure (comprising of SiGe-NCs in an oxide matrix) and its effect over the spectral 

response are highlighted in chapter 5 Results and discussion. 

 

Figure 9. The bandgap as a function of germanium percentage for unstrained (diamonds), 

strained undoped (circles), and strained heavily doped Si1-xGex (squares) [2]. 

2.4.3 SiGe nanostructures 

Down-the-line nano- is the principal theme in all discipline of science from both industrial 

and academic applied research perspective due to their structural and physical behaviors they 

adopt at nanoscale, in comparison to their bulk form.  In semiconductors the interest in their 

nanoscale dimensions stems fundamentally from the fact that at such small scale the 

properties alters due to quantum length scale which are affected by the size and shape of the 

nanostructure.  
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Although the micro and nanoelectronics industry is governed by group-IV semiconductors 

such as Si and Ge, they have not been as popular in the area of optoelectronics due to nature 

of their indirect bandgap. It was since the advent of nanotechnology by Canham as mentioned 

earlier, these semiconductors have been the substantial matter of subject in research, as it has 

opened vast variety of new possibilities for their application in micro and optoelectronics, 

bio-imaging, photodetectors and with the foremost advantage of being compatible with the 

actual and already existing device technology [120,121]. 

The future of nanoelectronic devices rely on structures having features of ~ less than 10 

nm, for which many new quantum device concepts have been proposed [14]. Still the 

bottleneck of these proposed devices depends on the composition, complexity of structure, 

morphology, the self-assembly of the nanostructures, the dopant and their concertation, and/ 

or their fabrication on virtual substrate. Thus, the understanding and control of growth 

processes is essential in improving the device performance. 

SiGe nanostructures/hetero-structure have emerged during last few decades as a viable 

system for device technology industrially, due to their self-assembly, low cost and a simple 

design. Self-assembly of nano-objects is one of the emerging fields of research because of 

potential applications in different areas, for which the local physical properties can be tailored 

at the atomic scale, such as to govern the optical and electronic properties [14]. Most common 

methods to produce these nanostructures include NCs embedded in a matrix or grown over 

the substrate or a film in form of nanoislands. Such matrix embedded NCs have long term 

stability and are already well established for use with deposition techniques commonly 

integrated in standard nanoelectronics fabrication lines [14]. However, although these 

materials and process techniques are quite mature, the device characteristic are different in 

production line compared to those demonstrated by the devices  in research practice [6,122]. 

This has been attributed to high temperature thermal annealing which additionally implicates 

a huge thermal budget (TB)). Here the thermal budget is defined as TB = ʃ T dt, and is a 

quantity of particular relevance without any physical meaning [56]. Several definition of TB 

employ the product of temperature T and time t. Thus, it is possible to use statement 

corresponding to low thermal budget even at high temperature for which the time of process 

is very short. However, the other definition of TB takes into account the product of diffusivity 

and time, thus defining the unwanted diffusivity and degradation of interface [54]. Moreover, 

the thermal budget has a significant impact on the dopant distribution profile and diffusion 

length which are not a linear function of temperature and time [56]. Thereby, rather high TB 

complicates the process integration into sensitive devices [55] and also delays the energy 

efficient production and pay back of these devices, as it is assumed to have detrimental effect 

on strain relaxation, dopant redistribution, clustering of Ge in SiGe and degrading interface 

morphology  [14,29,36,65,123,124]. 

Formation of Si1-xGex nanodots/islands 

In SiGe system, nanoislands may result due to relaxation of elastic strain after formation 

of wetting layer by Stranski–Krastanov (S-K) mode where the formation of QDs is governed 

by competition between thermodynamics and kinetics [125]. The classical stages of 

nanoislands formation involves nucleation and subsequent growth of islands by coarsening 

(including Ostwald ripening and diffusion mechanism). The growth scheme of SiGe islands 

involves more detailed evaluation not accounted for by S-K method [1].  

 Monolayer formation by layer by layer mode with formation of dimer vacancies. 

 3D islands start to form after roughening of an initial layer via mass transfer by 

surface diffusion as a result of strain or morphological instability. 
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As the coverage keeps on increasing, various transition in metastable morphologies from 

pyramid to square based and to dome-shaped islands occurs. Moreover, several other 

parameters including surface anisotropy, which involves surface orientation and hetero-

epitaxy, involving different materials and alloying plays a vital role in altering the growth 

mode of islands and their properties [1,5,125,126]. Misfit between the islands and their 

substrate, subsequently influence the shape of the islands as they grow. The strain can be 

relieved through the introduction of dislocation or islands in metastable state this is 

circumvent by the high energetic cost of dislocation formation e.g. during the creation of 

dome shaped Ge island on Si substrate [1,5,18,58,117,127]. Alternatively, strain can be 

relieved by transition from square morphology to rectangular or dome shaped islands [6]. 

Different substrates exhibit different growth modes and nanoislands morphologies 

depending on the orientation as well, for e.g. (001) and (111) orientation of Si-substrate. A 

graphical representation and a detailed study over the formation of nanoislands was carried 

out in this study [1,6,14]. For the case of Si-(111) substrate, only two growth regimes are 

distinguished i.e. 2D layer by layer growth at low thickness and strain equivalent to Ge 

content, while a S-K growth mode at higher thickness and strain (Fig.10a). Where as in the 

case of Si(001) (used in our studies) the evolution of SiGe can be categorized into four 

different regimes that corresponds to different surface morphology and strain relaxation 

processes [6,128,129] (Fig.10b). Only a brief discussion about the growth and structural 

changes of SiGe over Si-(001) substrates is given here. A thorough review can be found 

elsewhere [1,6]. 

 

Figure 10. A schematic kinetic phase diagram (at anneal temperature of 500 °C) showing the 

growth regimes of Si1-xGex layers as a function of the deposited thickness h and misfit m due 

to strain ε on (a) Si (111) and (b) Si (001) substrate. After Berbezier et al.[6]. 

 Regime I: layer-by-layer growth accompanied by a gradual increase of surface 

roughness; 

 Regime II: ripple-like islands (or undulations) that exhibit a broad distribution in 

size and in shape at low (h,ε) and square base islands (called “huts” islands) at 

higher misfits; 

 Regime III: coexistence of “huts” and “domes” islands. The two island groups are 

characterized by different aspect ratios and faceting; 

 Regime IV: bimodal size distribution of domes that correspond to dislocated and 

coherent structures respectively. 
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Figure 11. AFM images of 200 nm thick homoepitaxial SiGe layers deposited on Si (001) 

surfaces with a miscut of 1.16° in [100] direction (arrows). Films were deposited at 0.8 Å/s 

and substrate temperatures of 450, 490, and 550 °C (from left to right). Insets depict the 2D 

Fourier transforms. From Berbezier et al. [6]). 

In regime I (with low deposition thickness or Ge content) the growth mode can be 

categorized by a flat surface which gradually roughens during growth by formation of kinks 

and dimer vacancies [130] and other steps formations [131] that in turn relaxes strain [1]. 

Another possible mechanism of strain relaxation in this regime is the intermixing of SiGe. 

Regime II is associated with the formation of ripple like islands (also named undulations) 

[6,14] that show a broad size and shape distribution. An example of such feature is shown in 

Fig. 11.  These structures shows an interesting feature that is their elongation in a direction 

at 45° from the (2·n) reconstruction which continuously increases with the deposited 

thickness up to formation of long undulated regions.  

 

Figure 12. 5×5 μm2 AFM image of SiGe over p-type Si(001)-substrate annealed at 600 °C 

for 1 hr.  

However, these undulations present very low aspect ratios for h/l of ~ 0.05 and a slope of 

~5°. Additionally, there is a possibility at some growth temperatures and alloy compositions 

that islands can evolve from these undulations [14]. The island formation can be followed by 

formation of pre-pyramid islands that form with no nucleation barriers. For the higher Ge 

content or higher deposited thickness, these undulated regions (or pre-pyramids) transform 

into faceted islands (called “huts”) over a rough wetting layer (Fig. 12). These islands adopt 

a rectangular shape which have their sides oriented along the <100> direction and the four 

sides correspond to (105) facets with aspect ratio of ~ 0.1 [6,14]. Two possible mechanism 
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for hut formation has been proposed in the study by Berbezier et al. [6]: one in which the 

transformation is thermally activated nucleation process and the other is barrier less formation 

of faceted huts which are formed through transforming pre-pyramids.  It is also deduced that 

there is a possibility of strain relaxation taking place in hut islands by intermixing of Si and 

Ge, resulting in lateral and as well as longitudinal variation in compositions [14].  

For the higher strain energy regime, i.e. regime III (related to higher deposited thickness 

and Ge content) there is a coexistence of huts and domes islands (Fig. 13) [129]. The two 

island geometries are categorized by aspect ratio of ~ 0.15 and ~ 0.04 for huts and domes, 

respectively. Huts present a pyramidal shape with (105) facets while domes present a rounded 

shape with large (113) and (111) facets [1,5,14]. It is also important to mention here that the 

relative density of huts and domes vary with the experimental conditions, i.e. domes are being 

favored in the higher stress regime and huts in the lower stress regime. Further, the strain 

relaxation in such morphologies i.e. huts and domes, are measured to be approximately 25 

and 65%, respectively. Moreover, the shape and size distribution of the respective islands 

depends on the temperature and the deposited thickness. At this point we won’t be going into 

further discussion as it is out of the project’s scope but the topic is discussed in detail 

elsewhere [1,5,14]. However, strain and inter-diffusion are the essential parameters that 

influence the island growth, their coarsening and stability. For instance at growth temperature 

of 500°C, domes and pyramids present average Ge concentration of 60- 70% and 30 – 40% 

respectively, thus pointing out that the pyramids (or huts) are more Si intermixed than those 

of domes [6,14]. 

 

Figure 13. (a) AFM image of Si1−xGex as-grown “hut” and “domes” islands with x = 0.4 and 

h ∼ 5 nm; (b) GIXRD spectrum of the sample. From Berbezier et al. [6]. 

Regime IV is associated with high strain energy where the onset of plastic relaxation is 

due to the misfit dislocation [6,14]. In this regime, a bimodal distribution domes that 

correspond to dislocated and coherent islands are formed. The coherent domes are similar to 

those that are observed in regime III whereas dislocated domes (also called super domes) are 

formed by merging of coherent islands. Such a merging was observed in our structure of 

TiO2/SiGe over a p-type Si-susbstrate which was annealed at 1000 °C (Fig. 14). In 

superdomes, the strain relaxation is up to 85% [132]. The superdomes can be seen in Fig. 15 

where they are visible around the small islands. Moreover, the superdomes are less intermixed 

than those of the coherent domes because ones the dislocation are introduced the superdomes 

or dislocated islands become more relaxed.   



20 

 

 

Figure 14. AFM image of TiO2/SiGe over p-type Si-substrate annealed at 1000 °C. The dotted 

white circles shows merging of small domes to (form) super domes. 

If the growth proceeds further to the bimodal distribution of domes, the large dislocated 

islands will extend further and coalesce to form a relaxed 2D layer, as can be seen for our 

case samples (Fig. 16) with multitudinous dislocations. In Fig. 16(a), one can still see the 

presence of domes, which further coalesced completely later when annealed at higher 

temperatures (Fig. Fig. 16(b-d)). This is one of the common ways to grow a relaxed buffer 

layer [14]. However, Volmer-Weber growth mode takes place in case of nanoislands 

formation over oxide surface and has been studied in detail in article VII. 

2.4.4 Embedded SiGe-NCs 

The terminology, nanocrystal (NC) is used in the literature for small crystallites or 

nanoparticles (NPs) with typical size range from few to tens of nm. As explained earlier, the 

NCs with size less than the exciton Bohr radius are usually referred to as quantum dots (QDs) 

[31,133]. These QDs and NPs present strong quantum confinement effect and therefore 

possess a great advantage as their size, density, shape and crystallinity can be tailored 

[21,64,119,134–141] leading to different properties and consequently to a large variety of 

applications.  

The potential applications of structures containing Si(/Ge) NCs includes nonvolatile 

memory devices [133,142,143], solar cells [76,144,145], efficient light emitters  

[81,133,146,147] and optical sensors [11,84,148,149] For instance, the electrical, optical, and 

photoconductive properties of structure containing Si(/Ge) NPs can be altered by tailoring 

their size, density, shape, crystalline structure, surrounding dielectric matrix (e.g. SiO2 and 

TiO2), and additionally by controlling the localized states formed at the interfaces between 

NCs and the matrix [19–21,51,52,61,63,138,140,141,150]. Furthermore, the presence and/or 

development of internal/ imposed strains (tensile or compressive) can significantly influence 

the properties [19–21,51,52,63,135]. One possible route to obtain nanostructured films for 

targeted applications is to prepare Ge and Si NCs or their alloy embedded in dielectrics by 

using magnetron sputtering deposition followed by annealing for film nanostructuring, i.e. 

for NCs formation, showing quantum confinement. Besides magnetron sputtering, which is 

the most used deposition method, other methods such as ion implantation [146,151,152], 

1mm
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chemical vapor deposition (CVD) [15,123,153–155], sol-gel [146,156,157], molecular beam 

epitaxy (MBE) [31,146,158] etc., are used for the preparation of oxide matrix with embedded 

NCs of Ge and Si.  

In comparison to elemental Si and Ge, Si1-xGex alloy offers additional possibilities for 

tailoring the NCs physical and chemical properties as a function of the Ge fraction 

[17,30,37,52,60,63]. SiGe alloy is also an interesting material for high temperature 

thermoelectric devices[17]. In particular, the use of Ge and Ge-rich Si1−xGex alloys as channel 

materials nin MOSFETs is promising for the improvement of the electrical performances of 

devices, due to their high electron and hole motilities [16,57,60], which together with their 

lower processing temperatures (as compared to Si-devices) enables their integration within 

matrices having high dielectric constant [16]. Si1-xGex nanocrystals provide an advantage of 

fine tuning the electronic band structure, which plays a detrimental role in the 

charging/discharging and retention properties of the memory element [60]. In order to 

fabricate high performance devices with SiGe nanocrystals, it is necessary to know and 

control their structural and electrical properties [159,160] which depend on several factors 

including particle size, shape, surface condition, atomic composition, and compositional 

uniformity [17,30,37,51,52,60]. Apart from NCs in an oxide matrix, other structures can be 

thought to exist in such systems when taking surface effects and kinetics into consideration. 

There have been several theoretical and experimental studies indicating that a core-shell 

structure can be obtained and are more stable than a homogenous structure [51,52,60]. In 

addition, a composition gradient in the SiGe nanocrystals or a core-shell NCs can possibly 

arise by high temperature treatment of SiGe nanocrystals in an oxide matrix on Si where 

several effects may contribute to the end results. Moreover, there is a flux to and from the 

particles resulting in Oswald ripening, which will be influenced by the different surface 

energies of small and large NPs as well as the bond on Si(/Ge) NPs surface. These fluxes may 

be further coupled to flux from the substrate involving epitaxial growth on the substrate and 

an additional possibility of particle flux that can react with species from the ambient during 

annealing or sputtering, forming some new oxide or compunds [60,161].  

   

Figure 15. AFM images of bimodal distribution of “domes” in Si1–xGex, x = 0.5 and h ~ 5 nm. 

Larger domes are dislocated and smaller ones are coherent (FromBerbezier et al. [6]). (b) 

13×13 μm2 AFM image of SiGe over p-type Si(001)-substrate annealed at 700 °C for 1 hr. 
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Figure 16. Structures annealed at (a) 700 °C for 7 hr (b) 750 °C for 10 hr and (c, d) 800 °C 

for 7 hr showing the evolution of SiGe nanoislands coalescence (domes). 

Challenges 

For the last few decades, Si1-xGex hetero-structures have evolved as a viable system for 

device technology with its industrial production for integrated circuit. Still for the majority 

of the present and future devices, the improvement of these devices needs a better 

understating and control of the fabrication processes. One of the challenges faced by the 

modern day technology is the fabrication of high quality films incorporating nanoparticles 

with improved optoelectronic properties for sensitive functional devices. Common methods 

to fabricate such structures incorporates various physical and chemical methods followed by 

subsequent annealing. Even though the Si-Ge materials are quite mature in the field of 

research; the obtained device characteristics in the production line are much weaker than 

those demonstrated for research devices. This is due to the high TB as explained earlier, which 

is assumed to have a detrimental effect on strain relaxation (by dislocation nucleation or by 

intermixing at interfaces (Fig. 17), dopant redistribution , Ge clustering (Fig. 18(a)), inter-

diffusion of oxygen from the (oxide) matrix or atmosphere towards the NCs’ interface (Fig. 

18), phase separation of SiGe (Fig. 18(a)), blunting and degradation of the interfaces 

[56,60,61,63,162–165]. Besides the NCs size and density, the alteration in defects density 

2.5mm 2.5mm

2.5mm 2 mm
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and/or change in interface quality can influence the optical and optoelectronic properties. All 

these phenomena are well-known to degrade the electrical and optical properties of the 

structures and device charateristics.  

 

Figure 17. TEM low-magnification image showing the contrast due to the shearing defects 

appearing in the SiGe crystallites, of a sample annealed at 600 °C for 1 min. (b) HRTEM 

image showing the lens-like shape of SiGe crystallites as a result of of shearing defects. The 

arrows indicate the shearing planes. (c) Sequence of microtwin bands, observed in a very thin 

area of the XTEM specimen (MLs with 200 nm thick SiGe), where the SiGe NCs are not 

superposed in the specimen thickness.  

   

Figure 18. Cross section TEM images of: (a) TiO2/SiGe/TiO2 structure over Si substrate, 

annealed at 650 °C for 2 h. The figure shows the SiGe phase separation and formation of 

segregated Ge nanoparticles and the inter-diffusion of oxygen from oxide matrix and/or 

ambient atmosphere resulting formation of SiOx insulating layer, (b) double stack 

(TiO2/SiGe/TiO2)×2, annealed at 800 °C. A formation of SiO2 layer after annealing was 

observed, deteriorating the interface integrity and the thickness of which increases while 

going from bottom to top of the structure [165].  

In systems with NCs embedded in an oxide matrix, a common issue encountered is the 

effect of surrounding matrix over the NCs and strain formation in the structure 

[19,21,140,166]. This is due to different thermal expansion coefficients of the matrix and the 

NCs and density gradient of the matrix [19,21,167,168]. Moreover, the lattice mismatch of 

4.2% between Si and Ge plays a vital role [6,18] in inducing strain. Taking into account the 

above criteria, it can be deduced that when two differently ordered structures with different 

dielectric constants are merged, one of them will deform to accommodate the reconstruction 

cba
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of other at the interface [21], resulting in strain accumulation. Several studies have been 

conducted on Si, Ge and SiGe NCs embedded in oxide matrices, to determine the effect of 

strain [19–21,141,166] and post-annealing [24,30,51,52,57,169,170] on the NCs’ size, shape 

and degree of crystallinity. The effect of the type of strain (compressive or tensile) and 

diffusivity of Si, Ge and oxygen (O) in such systems has also been studied in respect to its 

optical and electrical properties [23,24,32,60,61,122,135,162,163]. Moreover, various studies 

have been devoted to the morphology of the interface between oxide matrices and 

nanocrystals [16,63,64].  For instance in a study by Zatryb et al. [21] it was shown that the 

NCs shape and crystallinity is effected by the degree of matrix ordering, i.e. the ordering of 

the oxide matrix determines the size of expanding NCs. Furthermore, in a study by Ciurea et 

al. [135] it is shown that the size of NCs can be controlled by the oxide thickness. In addition, 

the degree of matrix ordering can produce strain in the structure especially at nanocrystals/ 

matrix interface [21]. These strains causes the NCs to deform which also in turn alters the 

bandgap. It is well documented that NCs are under large stress when embedded in an oxide 

matrix [19–21,141] and that the magnitude of either compressive or tensile stress varies with 

NCs size. According to a study by Zatryb et al. [19] small nanocrystals are under compressive 

stress, the magnitude of which depends upon the matrix ordering. Consequently, large 

compressive stress will be exerted over NCs if the matrix forms an ordered structure, resisting 

them to expand freely [21].    

Various groups have studied the effect of strain in relation to the energy band gap (Eg) of 

systems (often Si-NCs embedded in SiO2 matrix), where the magnitude and the type of strain 

can alter the valence and/or conduction states, energy gap and the carrier dynamics. Guerra 

et al. [140] have shown that strain over the NCs depends on the degree of oxidation, which 

in turn determines the shift in the highest occupied molecular orbitals (HOMO) and the lowest 

unoccupied molecular orbitals (LUMO) gaps thus resulting in variation of Eg (where the Eg 

is defined as the difference in energy between HOMO, i.e. valence band and the LUMO, i.e. 

conduction band). The variation in Eg as a function of hydrostatic and non-hydrostatic strain 

was also studied in another work by Peng et al. [118,171]. As explained earlier in this section, 

the non-hydrostatic strain was shown to have impact in altering the Eg by splitting of 

degenerated orbitals due to breaking of its tetrahedral bond symmetry. This study is 

complemented by the work of Sun et al. [119], where shear strain was shown to distort the 

crystal symmetry, leading to degeneracy lifting. Furthermore, an enhancement in quantum 

confinement along with variation in bandgap is also effected by the degree of strain over the 

NCs exerted by the surrounding oxide matrix [138]. Thus, as stated here earlier and elsewhere 

[172,173], the presence of strain creates defects and/ or local deformation in structure and/or 

NCs. These defects/ distorted regions (especially at the interface) acts as traps reducing the 

charge carrier concentration, and is eventually compensated by a reduction in recombination 

rates. Concurrently, the interface of such structure has been a matter of concern in studying 

optical response as it may give rise to dangling bonds acting as electrically active interface 

traps (known as Pb-type defects). These interface traps produce scattering centers, which can 

affect the mobility of charge carriers, thus altering the transport properties [65]. Moreover, as 

mentioned any presence of sharp interfaces with an abrupt change in the dielectric constant 

or thermal expansion coefficients, gives rise to a surface polarization effect due to the local 

field built up (which assumes a crucial role for systems characterized by strong charge 

inhomogeneity). Thus, size and surface chemistry of the NCs and oxygen-related bonds are 

the factors determining the photocurrent spectra. It is well understood that annealing results 

in the formation of dangling bonds in the structures either at the interface of the nanocrystals 

or in the surrounding matrix results in alteration of interface quality [155,174,175]. 

Furthermore, for interface quality, it has been theoretically shown [176] that Si-O-Si bonds 

are formed when a Si-nanoparticle is oxidized [177]. It is likely that these relatively weak Si-

O-Si and Si-Si bonds will break due to stress at the NCs/oxide-matrix interface. Thus, 
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distorted bonds will either result in dangling bonds or eventually form a Si = O bridge since 

it does not require large additional amount of energy or deformation to form [178,179]. These 

dangling bonds which act as electrically active recombination centers for charge carriers and 

can alter the optical properties of the structure, by contributing to oxide positive charges 

(depending on the location of the bond) and interface states [174] and may deteriorate the 

optical properties of the structure. It is also thought that in the case of increased annealing 

temperature, a formation of Si=O bonds, along with an increase in the number of dangling 

bonds may be possible. Increased number of dangling bonds increases the number of 

localized states in the band-structure along with an increase in non-radiative centers 

(Pb)[90,180]. This result in energy-width broadening of localized states with annealing 

temperature, resulting in bandgap alteration. One solution to reduce the concentration of these 

dangling bonds and/or non-radiative defects, is passivating the structure via hydrogen plasma 

treatment often referred to as hydrogenation [28,174,180]. 

Reason out 

In the past decades, nanostructured materials have been the focus of many research groups 

due to their improved structural, optical and electrical properties, appropriate for various 

practical applications. The properties of SiGe-NCs incorporated into oxide matrix can be 

strongly influenced by difficulties related to the control of the technological parameters of 

the deposition and/or to the inevitable formation of defects regardless of the preparation 

methods. 

Structuring of SiGe-NCs embedded into oxide matrix has been achieved so far by thermal 

annealing after deposition of thin SiGe layers, or by thermal oxidation of SiGe layers, at high 

temperature, in excess of 700 °C or higher [162,181]. This temperature is lower than needed 

to obtain Si-NCs (which occur typically around 1100 °C), but is still too high to be appropriate 

for processing structures and devices on flexible or glass substrates. Moreover, a commonly 

observed downside of annealing such a structure is the inter-diffusion of oxygen from the 

(oxide) matrix towards the NCs’ interface. This results in blunting and degradation of the 

interfaces, deteriorating the structure and/or forming insulating SiO2 at the matrix/NCs 

interfaces as discussed earlier. Thus, to preserve the functionality of incorporated Si-based 

electronics, a low processing temperature is required [29,36,56,122]. This is the present 

challenge to be solved in order to benefit from the advantages in terms of reducing 

manufacturing cost and much broader range of applications [182,183]. 

Therefore, it is crucial to lower the temperature required for structuring of NCs in an oxide 

matrix as to use these materials in Si-based optoelectronics devices, where low processing 

temperature is highly desirable to preserve the functionality of the accompanying Si 

electronics. In this study, the above-mentioned issues associated with treatment of structure 

were dealt by:  

 reducing the thermal budget by reducing the time and/or temperature,  

 fabricating crystalline structures in as-grown states,  

 hydrogen passivation of deep level states and traps. 

The following paragraphs will give a quick overview of how the issues were dealt with. 
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Figure 19. GiXRD diffractogram of a sample annealed at 650 °C for (a) 2 hr and (b) 5 min, 

where vertical dashed and dotted lines correspond to standard tabulated positions for cubic 

Ge (2θ = 27.45°; 45.59°; 54.04°— ASTM 01-079-0001), cubic Si (28.45°; 47.31°; 56.13°— 

ASTM 01- 070-5680) and to TiO2 anatase (JCPDS 21-1272) [36]. 

Fig. 19(a, b) shows the GiXRD diffractogram analysis of samples consisting of 

TiO2/SiGe/TiO2 over a p-type Si-substrate having 200 nm of buffer SiO2 layer, which were 

annealed at 650 °C for 2 h in contrast to that annealed for only 5 min, respectively [36].  The 

results obtained elaborate that lowering the anneal temperature still results in crystalline 

structure without any formation of SiO2 insulating layer or deterioration of interface quality. 

As also can be seen by TEM analysis in Fig. 20, where the structure showed no formation of 

SiO2 insulating layer in contrast to the one which was annealed for 2 h.  A similar behavior 

was observed in a structure having SiO2 as a dielectric matrix instead of TiO2. In addition, 

the low budget annealed structure showed photo-response threshold up to NIR regime. 

For the second approach, a modern variation of magnetron sputtering i.e. high power 

impulse magnetron sputtering (HiPIMS) was utilized to fabricate samples, resulting in 

crystalline structure without the need of anneal treatment. Fig. 21 shows the GiXRD analysis 

of thin-films of Ge and TiO2 (Fig. 22) grown over Si- substrates using HiPIMS method. A 

schematic evolution of Ge crystallites within amorphous Ge layer and advancement of TiO2 

structure form amorphous to anatase, which further leads to structure having both anatase and 

rutile phase and finally appearance of rutile peaks. The mentioned characteristics were 

obtained by varying the HiPIMS discharge parameters. 
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Figure 20. XTEM cross-sectional image of the TiO2/SiGe/TiO2 annealed at 650 °C for 2 hr 

(similar structure as in Fig. 19(a)), showing segregation of Ge NPs and formation of insulating 

SiO2 layer. (b) TEM image of structureTiO2/SiGe/TiO2 annealed at 650 °C for 5 min with 

SiGe layer having SiGe spherical nanoparticles without formation of any SiO2 layer at the 

interface. 

 

Figure 21. GiXRD diffractogram of as-deposited Ge (20 nm) deposited via HiPIMS at 

varying repetition frequency (100–300 Hz) for fixed applied voltage (470 V) and pulse width 

(200 μs). A comparison to structure obtained by dcMS deposition at 40W is given with the 

red line. The arrow points to SiGe (110) peak positioned between the Si and Ge tabulated ones 

i.e. ASTM 01-079-0001 for cubic Ge and for cubic Si, ASTM 01- 070-5680. 

The GiXRD diffractogram of structures comprising of SiO2 and/or TiO2 matrices having 

small SiGe crystallites sandwiched between, are shown in Fig. 23.  One can explicitly see the 

presence of crystallites by the appearance of broad peaks in Fig. 23(a), marked by vertical 

dashed lines position between the Si and Ge tabulated ones, and as well as presence of either 

anatase or rutile peaks in Fig. 23(b). The results will further be discussed in chapter 5 and 6 

in terms of their morphological evolution and their resulting effect over enhanced 
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photoconductive properties. 

In addition, a peculiar behavior of these as-grown crystalline structures is the formation of 

columnar self-assembly of SiGe crystallite having a definite periodicity as evident in Fig. 24 

and is assigned to be due to implication of HiPIMS technique that results in formation of a 

good wetting layer and further that, the presence of small crystallites have acted as seed/ 

catalyst for the formation of columnar structure. 

The third method employed to improve the photoconductive response of our structure 

comprises of exposing the fabricated structures either in as-grown or annealed state, to an rf-

H2 plasma treatment process. The plasma treatment resulted in up to 2 order of magnitude 

increase in photocurrent intensity after exposure [28]. The basics of hydrogen plasma 

treatment (hydrogenation) is discussed below, while the setup and results are discussed in 

chapter 4 and 5. 

 

Figure 22. Structural evolution analysis by GiXRD diffractogram for TiO2 deposited via 

HiPIMS. The discharge parameters are listed in paper V. The labels R, A and B denote rutile, 

anatase and X-ray amorphous nature of TiO2 thin films (~80 nm). The plots labelled ‘e’ and 

‘j’ are pure anatase and rutile phase, respectively, while the ones in between contains both 

phases.  The JCPDS card no. 21-1272 and JCPDS card no. 21-1276 for anatase and rutile 

phase respectively. 
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Figure 23. GiXRD diffractograms of (a) as-deposited (asd) Ge only along with as-deposited 

structure (MLs) of SiO2/SiGe/SiO2 deposited via HiPIMS, where vertical dashed lines 

correspond to standard tabulated positions for cubic Ge (2θ=27.45°; 45.59°; 54.04° - ASTM 

01–079-0001) and cubic Si (28.45°; 47.31°; 56.13° - ASTM 01–070-5680). (b) 

TiO2/SiGe/TiO2 structures, where the TiO2 film (lower blue-line) is deposited with HiPIMS 

at 300 Hz repetition frequency and cathode voltage of 755 V with average power of 468 W 

forming anatase phase (HHD-A) and the second TiO2 film (upper black-line) was sputtered 

at 340 Hz at 813 V with average power of 545 W resulting in rutile phase (i.e. HHD-R). The 

vertical short-dashed and dotted lines corresponds to standard TiO2 anatase (JCPDS card no. 

21-1272) and rutile (JCPDS card no. 21-1276) phases, respectively. 

     

Figure 24. (a) XTEM images of SiO2/SiGe/SiO2 structure with 20 nm SiGe layer after 600 

°C annealing for 1 min. (b) Magnified image from (a) showing columnar morphology of SiGe 

crystallites covered with a shell structure of amorphous SiGeO layer of ~2 nm. The crystallites 

have a periodicity of ~12.5 nm. (c) TEM image of sample TiO2/SiGe/TiO2 with SiGe layer 

showing presence of columnar formation of SiGe nanoparticles (~10 nm) having a gap 

between them of ~5–6 nm. 

2.4.5  Hydrogen plasma treatment 

The notion of H2 plasma 

As processing steps in microelectronics manufacturing become more demanding and with 

shrinking devices sizes and large processing areas, understanding the plasma processes 

becomes essential in achieving better process control and optimization. Plasma-

hydrogenationis known to effectively passivate defects in polycrystalline-Si thin films. It has 

been suggested that discharge operation conditions that promotes dissociation of H2 to form 

neutral H and H+ ion are important to achieve higher [184] process rates for plasma-
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hydrogenation. It has been demonstrated that the rate of hydrogen introduced on to the device 

surface profoundly influences processing time and shortens the passivation process from 

several hours to few minutes. The use of an inductively coupled plasma source like electron 

cyclotron resonance (ECR) discharges tends to provide higher plasma-density than does 

conventional parallel-plate like capacitively coupled discharge [185]. 

The effectiveness of hydrogen passivation associated with the ion energy distribution at 

varying partial pressures has been studied extensively through the years.  Cielaszyk et al. 

[186] found that [H+]/ [H2
+] ion density ratio dependens on the neutral gas pressure ranging 

from 0.254 to 2.25 mTorr in hydrogen ECR discharge. They hypothesized that H and H+ were 

accountable for the effective hydrogenation. It is believed in this case that the atomic 

hydrogen diffuses through the solid material more readily than the molecular hydrogen, 

resulting in higher flux of either ionized atomic hydrogen or neutrals reaching the surface 

thus resulting in higher rates of hydrogenation. In addition, it has been signified that even 

though the H+ ions have lower concentration than the neutral H atoms in the plasma; the flux 

of H+ ions will be higher due to acceleration of ions towards the substrate by electrostatic 

fields in the plasma. It is because of this acceleration that the ions reach the surface with 

greater kinetic energy than the neutral atoms, making them more likely to adsorb on the 

surface once they reach.  In addition, H+ ions with higher energy are more likely to adhere to 

the surface and become available for diffusion and that the energetic H2
+ ions will dissociate 

into H and H+ on impact. 

In studies by Gudmundsson et al. [184,187], the main effectiveness from the hydrogen 

plasma was attributed to the presence of H3
+ and H2

+ ions. In order to impel the ionization of 

H2, argon gas (Ar) is introduced into the hydrogen plasma during hydrogenation[187]. It was 

established that the electron density increased with increasing fractional Ar pressure and that 

the [H3
+]/[ H2

+] ratio did not change when Ar was added.  The addition of Ar gas into the H2 

plasma effectively enhance the ionization of H2. The reason is that in pure H2 plasma, the 

generation of H2
+ is inadequate due to small electron impact ionization cross-section of H2. 

The excitation of Ar atom to the metastable state i.e. Ar* in electron collision, requires 11.6 

eV whereas, ionization of H2 to H2
+ requires 15.9 eV. This reaction then promotes Penning 

ionization, given as: 

  Ar∗ + H2  →  H2
+ + Ar + 𝑒−               (7) 

Some of the H2
+ will react with H2 to generate H3

+.  The hydrogenation time is reduced by 

operating at higher plasma density. In all aforementioned studies, it was concluded that the 

density of H+ ions grew with decreasing pressure and that the density of H3
+ and H2

+ grew 

with increasing pressure. Therefore, increase in partial pressure of either H2 or Ar increases 

the [H3
+]/[ H2

+] ratio as well as the total ion density [184]. Thus, this increased concentration 

of H3
+ and H2

+ implies that higher number of these ions will reach the surface where they on 

impact will dissociate into H and H+ that diffuse into the surface, resulting in more effective 

hydrogenation. 

The Acquisition from hydrogenation 

With the aim to obtain enhanced optical and electrical properties of Si(/Ge) nanoparticles 

in question, various approaches to gain a control over the NCs size and its distribution have 

been proposed. These approach encompasses; incorporating barrier or buffer layer 

[24,99,188], exploiting growth or post annealing temperatures [24,25,122,189], doping 

[152,190], super-lattice structure [17,117,189] and varying the Ge fraction in Si1-xGex 

[52,62,191]. However, another common and better approach is the exposure of hydrogen 

plasma as a post-fabrication process. It has been well established that an exposure to hydrogen 
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plasma can passivate deep-levels, shallow defects and traps in many semiconductors 

[180,192–195]. Moreover, hydrogenation works efficiently on structures containing 

nanoparticles in amorphous/ oxide matrix [196] where an increase in photoluminescence (PL) 

intensity has been achieved for InAs/GaAs [197,198] quantum dots (QDs), Si or SiGe QDs 

[174,199] and InAs QDs [200] due to hydrogenation. As explained earlier, regarding the 

formation of Pb defects and dangling bonds, hydrogenation tends to passivate these non-

radiative centers (Pb) located at or in close proximity of NCs. In addition, it has been 

demonstrated by several researchers [174,184,186,200] that introducing atomic hydrogen in 

semiconductor structures results in reduction of Si dangling bonds thus increasing the 

durability of devices incorporating such structures [180].  

Furthermore, the ionized hydrogen plays a crucial role in the hydrogenation of the 

oxide/NCs interface, resulting in reduction of positive fixed charges in the dielectric, i.e. SiO2 

and TiO2 in our study [177,201]. In addition, there is a considerable decrease in electron 

trapping within the oxide matrix as a result of hydrogen plasma treatment due to reduction of 

structural defects in the oxide matrix resulting in ordering of the SiO2 amorphous network 

[180].More precisely, hydrogenation supports the formation of relaxed amorphous oxide 

matrix with less defect concentration and better (maximal) binding energy. Hence improving 

the quality of the interface. Also room temperature H2 plasma treatment reduces structural 

defect concentration in oxide matrices, along with subsurface semiconducting layers and 

surface states concentration on the interfaces [202]. One important highlight of such treatment 

is that no significant alteration of NCs size is observed [28,201]. During plasma treatment the 

passivation can be of two types: one in which atomic hydrogen chemically bonds with defects 

at interfaces or with dangling bonds present. In this case the passivation proceeds through 

neutralization of dangling bonds, by breaking of strained Si-Si bonds and/or bonds of Si-O-

Si in SiO2 matrix for instance, where charged carrier can be trapped. The excess atomic 

hydrogen enters these strained bonds and breaks them into Si-H and Si-OH [180,201]. 

Additionally, hydrogenation prevents formation of the Si-O bond and can passivate O3≡Si- 

and O3≡Si-O- dangling bonds [180]. While in latter case, the hydrogen acts as a radical 

stimulus, which causes relaxation of mechanical stresses or defect transformation after which 

it escapes the structure. These configurational change results in relaxation of oxide network 

with minimal potential energy [180,203].  

2.4.6 Photoconductivity  

Photoconduction can be defined as the increase in conductivity of a material resulting from 

the absorption of optical photons most notably in the study of semiconductors and insulators 

[204,205]. The basic processes that govern the generation of the photocurrent are the 

generation of free electrons and holes through the absorption of incident photons while 

illumination and their transport through the material under the influence of an applied electric 

field, and consequently their recombination [204–206]. Furthermore, the wavelength of light 

source necessary to create the photo-excited/generated carriers is determined predominantly 

by the bandgap of the material. The study of any of the above-mentioned aspects as a function 

of illumination intensity and optical power, temperature and applied field strength, will 

provide insights into the structure optical and electronic properties. 

When a thin film semiconducting structure is illuminated, e--h+ pairs are generated, 

contributing to the overall conductivity of the film/structure. The two major terms, which 

help to define the conductive behavior of a structure, are the carrier density and the mobility 

of the respective carriers. Thus, photoconductive measurement (as in our study) uses a 

constant (monochromatic) light source to generate equal number/densities of free electrons 
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and holes (n = p) that leads to a change in the conductivity and is given by: 

∆𝜎 = 𝑞(μn∆𝑛 + μp∆𝑝)                 (8) 

Where, q is the charge of an electron and Δn and Δp are the increase in the the electron 

and hole density, and µn and µp are the mobilites of electrons and holes, respectively. The 

experimental setup will be discussed in chapter 4. A basic scheme of the experimental set-up 

is shown in Fig. 25.  

 

Figure 25. A schematic of the photocurrent measurement setup with intended structural 

scheme consisting of Si-wafer/ buffer-SiO2 (200 nm)/ SiO2/SiGe/SiO2 with co-planar Al 

contacts on top of the structure [29]. 

Generally, for thin films, coplanar electrodes (for ohmic contacts) are typically deposited 

by electronic-beam evaporation through a shadow mask onto the film surface. The structures 

are then measured using a setup(explained later in Chapter 4) consisting of a source supplying 

constant applied bias to the structure, along with a light source and monochromator shining 

onto sample surface, resulting in increased current. The measured current in such setups is 

called photocurrent, as it arises from generation and availability of photo-excited carriers such 

as to maintain charge neutrality across the contacts. For materials with defects and other 

imperfections a significant fraction of photo-generated carriers may become trapped at 

localized states in the semiconductor (band tails and/or defects), therefore not all electrons 

and holes contributes equally to the photoconductivity. Often recombination of electrons and 

holes occurs between these trapped carries and a free carrier of opposite sign or even between 

closely trapped carriers. This causes reduction in free carrier density and hence reduces the 

photoconductive response of the structure.  

 

Figure 26. A schematic showing rise and decay curves of photoconductivity for n-type 

silicon. 
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(a)   (b)   

(c)  

Figure 27.  The current vs. time response plot for structures (TiO2/SiGe/TiO2) (a, b) deposited 

via dcMS method and annealed at 650 °C for 2 h and 5 min, respectively, and (c) deposited 

via HiPIMS method in as-grown state with out any pre-/post-annealing. The applied bias (U) 

is 2 V for (a) and 1 V for plots in (b) and (c). 

This trapping of carriers tends to have pronounced influence over the dynamics of carrier 

transport in material and more specifically on the photo-generated carrier decay time. When 

a photoconductive material is illuminated, carriers are excited, which results in an increased 

conductivity. When illumination is turned off, the production of carriers will stop and carriers 

in excited states will start to fall to their ground states. This rate of de-exitation can give 

insight into materials trapping sites. For instance the decay time in photoconductive 

experiment of n-type silicon [207] have been carried out. Fig. 26 shows a typical rise and fall 

(decay) curve illustrating a general effect of trapping sites.  The sample is illuminated at point 

A generating electrons and holes resulting in increase of photoconductivity to point B. From 

point B to C the hole trapping takes place causing the overall conductivity rate to decrease. 

At point C the light is turned off and a decay is observed relating to the recombination of 

excess e- and h+ up to point D. After which the shallow traps got emptied thus resulting in a 

slower decay rate from point D to E. Examples of measurments are shown in Fig. 27. 
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Chapter 3 

3 Experimental Equipment and Methods  

Multilayer structure of SiGe layer sandwiched between the oxide matrices (i.e. TiO2 or SiO2) 

were deposited on a polished 10×10 mm2 p-type Si (100) substrates. Prior to deposition, the 

substrates were etched with 2M HF for 120 s to remove native oxide. A 200 nm SiO2 buffer 

layer was deposited prior to deposition of the active layers. A typical construction of the 

structure is shown in Fig. 28.   

 

Figure 28. A schematic of a structure deposited over p-type Si-substrate. First there is a SiO2 

buffer layer and and on top of that we have the active layers of either TiO2/SiGe/TiO2 or 

SiO2/SiGe/SiO2.  

The intermediate SiGe layer was obtained by various approaches. In the initial approach, 

co-deposition from the individual targets of Si and Ge (having 6N purity) was carried out via 

direct current magnetron sputtering (dcMS) technique. In the second approach the co-

deposition was carried out by using two separate sputter techniques i.e. dcMS for the Si-target 

and high power impulse magnetron sputtering (HiPIMS) for the Ge-target. In the third 

approach the SiGe layer was depsited from a custom build target consisting of Si and Ge 

pieces in (45: 55 ratio) placed over a 2” Si p-type substrates using a thermal paste. In case of 

the SiO2 and TiO2 deposition, various sputter techniques were utilized depending upon the 

desired quality of the film. The sputter techniques included dcMS, radio-frequency 

magnetron sputtering (rfMS) and HiPIMS. All the above fabrication techniques with their 

theories and working principal are discussed later in this section 

The structure, after fabrication were then treated as per desired and if needed be. Either 

the structure were characterized in their as-grown state or they subsequently underwent 

annealing procedures by using conventional furnace annealing (CFA) or rapid thermal 

annealing (RTA). The annealing procedure was carried out in order to study its effect on the 

crystallite size and interface morphology, and spectral sensitivity.  The structures in their as-

grown or annealed states were than later hydrogenated to further increase the spectral 

sensitivity of the structures. The principle of hydrogenation is reviewed briefly in chapters 1 

and 3. Details regarding annealing and hydrogenation is explored in subsequent chapter. 
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3.1 Principles of sputtering 

Wide varieties of methods are available to deposit materials such as metals, ceramics, and 

plastics onto a surface (substrate) in thin film form. Among these available techniques is a 

physical vapor deposition (PVD) which can include processes such as evaporation, 

sublimation or ionic [208–210] impingement on a target facilitate the transfer of material 

atom by atom from one or more sources to the surface of a growing film being deposited onto 

a substrate. Sputtering is a physical vapor deposition (PVD) [208,211] process used for 

depositing materials onto a substrate, by ejecting atoms from such materials and condensing 

the ejected atoms onto a substrate in a high vacuum environment. Sputtering, is increasingly 

widely used to produce thin coatings. If the sputtering is due to positive-ion bombardment, it 

is referred to as cathodic sputtering, where the ions are derived from a low-pressure gas 

discharge [208]. 

There are several PVD methods for producing coatings in a vacuum environment and these 

can be separated into two main groups: (i) those involving thermal evaporation techniques, 

where the material is heated in vacuum until its vapor pressure is greater than the ambient 

pressure; and (ii) those involving ionic sputtering methods, where high-energy ions strike a 

solid and knock off atoms from the surface [208,212]. Ionic sputtering techniques include 

diode sputtering, ion-beam sputtering and magnetron sputtering [209,210,213,214].  

In principle the ejection of an atom from the top surface of a material i.e. target, by 

bombardment with energetic particles is called sputtering. These ejected or sputtered atoms 

can be condensed on a substrate to form a thin film. There are several other processes 

associated with bombardment of a target material by energetic ions: ejection of secondary 

electrons (SE), ion reflection at the target surface and ion implantation where an ion is buried 

in the target, radiation damage and emission of X-rays and photons [213,215].  The processes 

are illustrated in Fig. 29. 

 

Figure 29. Processes initiated by the impact of highly energetic particles on the target surface. 

The basics of the sputtering process is as follows.    A target, or source of the material 

desired to be deposited, is bombarded with energetic ions, typically ionized inert gas such as 

Argon (Ar+).  The forceful collision of these ions onto the target ejects target atoms into the 

space. These ejected atoms then travel some distance until they reach the substrate and start 

to condense into a film.  As more and more atoms coalesce on the substrate, they begin to 

bind to each other at the atomic level, forming a tightly bound atomic layer. One or more 
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layers of such atoms can be created, depending on the sputtering time, allowing for production 

of precisely layered thin‐film structures. Although the basic idea of operation is seemingly 

simple, the actual mechanisms at play are quite complex.  Electrically neutral Ar atoms are 

introduced into a vacuum chamber at a pressure of 1 to 10 mTorr.  A dc-voltage is placed 

between the target and substrate which leads to ionization of some of the Argon atoms and 

creates a plasma, hot gas‐like phase consisting of neutral atomes, ions and electrons, within 

the chamber. In a simple dc diode sputter device the secondary electrons that areejected from 

the cathode surface maintain the discharge. This plasma is also known as a glow discharge 

due to the light emitted.  These Ar ions are now charged and are accelerated toward the 

cathode target [216].  Their collision with the cathode target ejects target atoms, which travel 

to the substrate and eventually freeze there. Electrons released during Argon ionization are 

accelerated to the anode substrate, subsequently colliding with additional Argon atoms, 

creating more ions and free electrons in the process continuing the cycle [216–219]. A 

schematic of sputtering process is shown in Fig. 30 and 31. 

To obtain sputtering as a useful coating process a number of criteria must be met. Firstly, 

ions of sufficient energy must be created and directed towards the surface of a cathode target 

to eject atoms from the material. Secondly, ejected atoms must be able to move freely towards 

the object to be coated with little impedance to their movement. This is why sputter coating 

is a vacuum process: low pressures are required (i) to maintain high ion energies and (ii) to 

prevent too many atom-gas collisions after ejection from the target. The concept of mean free 

path (MFP) is useful here [210]. This is the average distance that atoms can travel without 

colliding with another gas atom. Above this pressure material undergoes many gas collisions 

and deposition rates are very low. Material can also be deflected straight back onto the target 

and this reduces deposition rates further. However, the discharge is set up in a way to 

accelerate the positive ions to the target to cause sputtering. The average ion energy is given 

by: 

𝐸̅ =  
2𝜆𝑓𝑝

𝐿
 𝑞𝑉c                  (9) 

Where, L is the separation between the cathode and anode, λfp is mean free path of the 

sputtering ion, Vc is the cathode fall voltage and q is the electron charge. In addition to 

pressure, the target substrate distance determines the scattering of the sputtered particles on 

their way to the substrate and hence also the amount of energy that they deposit on the 

substrate. Sputtering is further characterized by the sputter yield Y that is the ratio of the 

number of ejected atoms and the number of incoming energetic particles, which are 

predominantly ions. According to the theory of Sigmund [221], the sputter yield near 

threshold, i.e. at low ion energy, is given by: 

𝑌 = 
3α

4𝜋2  
M1M2

(𝑀1+M2)2
 
𝐸

Us
               (10) 

Where, E the energy of the projectile and M1 and M2 the masses of the projectile and the 

target atom (in a.m.u). Us is the surface binding energy and α is a dimensionless constant 

depending on the mass ratio and the ion energy. At low energy and mass ratios M2/M1 < 1, α 

is approximately 0.2. 

3.2 Magnetron sputtering (MS) 

Sputtering as a phenomenon was first observed back in the 1850s but remained mostly 

dormant  until around the 1930s when diode sputtering was first used to any significant extent 

as a commercial coating [208,222,223] Conventional dc diode sputtering suffers from 

relatively low deposition rates, in many applications too low to make the process economic, 
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and was only used in applications where the special benefits of sputtered films were justified. 

In the 1960s-1970s, a magnetically enhanced variant of diode sputtering emerged, the so-

called ‘magnetron sputtering’ (MS). MS in particular, shows how the application of simple 

physical principles has led to a successful commercial technology. Magnetron sputtering is a 

high-rate vacuum coating technique for depositing metals, alloys and compounds onto a wide 

range of materials. It exhibits several important advantages over other vacuum coating 

techniques and has led to the development of a number of commercial applications ranging 

from microelectronics fabrication through to simple decorative coatings. Magnetron 

sputtering has emerged to complement other vacuum coating techniques such as thermal 

evaporation and electron-beam evaporation. However, these techniques show certain 

disadvantages. In particular, alloys and refractory metals cause problems because of 

differences in alloy constituent vapor pressures and their high melting points (the need to run 

sources very hot thereby affecting your coated articles). In addition, compounds can 

dissociate into their chemical constituents at the low evaporation pressures used. Magnetron 

sputtering overcomes these problems and has many other advantages. The primary 

advantages are the high deposition rates, ease of sputtering any metal, alloy or compound, 

high-purity films, extremely high adhesion of films, excellent coverage of steps and small 

features,  ability to coat heat-sensitive substrates, ease of automation, and excellent 

uniformity on large-area substrates, e.g. architectural glass [210,217,219]. 

The basic idea: The magnetron uses the principle of applying a specially shaped magnetic 

field to a sputter target. The principle is that the cathode surface is immersed in a magnetic 

field such that an electron trap is created in the cathode target vicinity are created so that 𝐸 ×
𝐵 drift electron currents close in on themself [208,219,221]. The principle was discovered as 

far back as the 1930s by Penning [224] but has only been used in the magnetron coating 

context for about fifty years. In essence, the operation of a magnetron sputter source relies on 

the fact that primary and secondary electrons are trapped in a localized region close to the 

cathode/ target into an endless ‘racetrack’. In this manner, their chance of experiencing an 

ionizing collision with a working gas atom is vastly increased and so the ionization efficiency 

is increased too. This causes the impedance of the plasma to drop and the magnetron source 

operates at much lower voltages than dc diode sputter systems (500-600 V as compared with 

several kV). This greater ionization efficiency leads directly to an increase in the ion current 

density onto the target, which is proportional to the erosion rate of the target. The common 

feature is that electron drift is controlled and electrons are trapped. The planar magnetron 

sputtering discharge is a much-favored design because of its physical simplicity and the 

ability to extend the cathode to virtually any size required. Large cathodes are particularly 

suited to continuous processing. Sources are easy to fabricate into circular, rectangular or any 

complex shape: the only criterion is that an endless racetrack must exist. It is most 

straightforward to consider the construction of planar magnetron sputtering discharges. Fig. 

30 shows a basic difference in process of a magnetron sputter in contrast to conventional dc 

diode sputter process.  

Electromagnets or permanent magnets may be used but for simplicity of design, permanent 

magnets are commonly used. These can be of several different possible geometries but the 

essential feature is that the magnetic field-lines forms a tunnel shape in front of the target 

surface. In order to achieve an efficient electron trap, field strength in the range of 20 mT are 

used. With the increase in field strength the efficiency of electron trapping increases, high-

magnetic-field systems will generally operate at lower pressures, enabling operation well 

down into the low-pressure region.  
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Figure 30. Pictorial representation of difference between (a) conventional dc sputtering and 

(b) MS. In a non-magnetron sputtering system, the plasma is not confined and electrons and 

Ar ions propagate through space, and may collide with the substrate. While, in MS, the plasma 

is confined in an area where the magnetic field is present and strong. 

The advantage of this is that the plasma is confined to an area near the target, without 

causing damages to the thin film being formed. In addition, electrons travel for a longer 

distance, increasing the probability of further ionizing Ar atoms. This tends to generate a 

stable plasma with high density of ions. More ions mean more ejected atoms from the target, 

therefore, increasing the efficiency of the sputtering process [210,217–219,221]. The faster 

ejection rate, and hence deposition rate, minimizes impurities to form in the thin‐film, and 

the increased distance between the plasma and substrate minimizes damage caused by stray 

electrons and Ar ions.  

3.2.1 Direct current magnetron sputtering (dcMS) 

The degree of ionization for a typical self-sustaining DC glow discharge is approximately 

∼ 10−4, while the the number of secondary electrons emitted at the cathode per incident ion 

when bombarded with ∼ 100 eV Ar+, is about 0.1 for most metals [228]. Thus, in order to 

sustain the plasma discharge it is necessary to have a high probability of collisions between 

electrons and neutral gas atoms. In case of too low working gas pressure, the probability of 

collision is smaller due to a large electron λfp, causing loss of electrons to the chamber walls 

and the presence of inadequate number of ionized gas atoms. Whereas, if the pressure is too 

high, frequent collisions will restrict the electrons from acquiring sufficient energy to ionize 

gas atoms, which will eventually suppress the discharge. This means that the ion-generation 

rates will be low and high voltages will be needed to sustain the plasma.  

These issues can be overcome by using permanent magnets arranged in an appropriate 

configuration in close vicinity of the the cathode.Figs. 30 and 31). The magnetic field lines 

B penetrates the target and form a closed path on its front surface. The electrons generated, 

will initially execute a helical motion along the magnetic field that is normal to the target. 

Ar+

e-

target

magnets
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The electrons are forced to drift in an orbit back to the target as they encounter region with 

parallel component of the magnetic field. This phenomenon will make the electrons follow 

cycloidal trajectories near the target along the space confined by the magnetic field lines. 

Therefore, in the presence of the magnetic field, the secondary electrons make more ionizing 

collisions in close vicinity of the target and thereby increasing the flux of bombarding ions, 

resulting in higher deposition rates. 

The dcMS often operates at a cathode potential of some hundreds of volts, giving a 

maximum power densities of a few tens of W/cm2. The targets in dcMS mode are directly 

conducting electricity and are subject to I2R losses and may be operated up to current density 

of approximately 4 – 60 mAcm-2 averaged over the target [208]. Deposition rates are quite 

high or 20-130 nm·min-1/Wcm-2 [225], while the sputtering yield may range from ~0.5 to ~5 

(at a given 300 eV Ar bombardment), which increases with increasing ion energy, but  

eventually saturates at higher energy due to ion implantation in the target [226]. The majority 

of the sputtered particles have energies of up to10 eV, but individual particles may have 

energy as high as ~50 eV [227].  

 

Figure 31. Process schematic of direct current magnetron sputtering (dcMS). 

The dcMS is the least costly of the magnetron processes because dc-power supplies are 

lower cost and simpler to manufacture than rfMS. As described previously a cathodic 

discharge plasma is generated by dc power, in which a target material to be deposited is 

connected to the negative terminal of a power supply.  The basic principal is ellaborated in 

paragraphs above.  At first when the dc-voltage is applied to the electrodes, initially small 

amount of charge carriers present in the working gas (typically Ar) create a small current. As 

the inelastic collisions occur in the gas more electron-ion pairs are created, and thus the 

current-density increases. The generated Ar+ ions bombard the target surface, resulting in the 

generation of secondary electrons (SE) from the cathode surface and sputtering of target 

atoms on the substrate. In addition the SE present, are simultaneously accelerated away from 

the cathode and thus further increases the ionization of the working gas by inelastic collisions. 

This results in charge multiplication causing the current to increase rapidly. At higher applied 

voltages the number of Ar+ ions produced by collisions per secondary electrons are 

sufficiently high to regenerate more SE, making the discharge to be self-sustaining and 

glowing due to excitation of gas atoms [208,214,217]. Note however that the magnetron 

sputtering discharge is not only sustained by SE emission, there is always a rather significant 

Si-targetGe-target
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contribution due to Ohmic heating within the magnetic trap [256]. 

Generally, the deposition rate in a dcMS deposition system is proportional to the dc-power 

dissipated. The significantly increased deposition rate attainable by dcMS in contrast to 

simple dc diode sputtering is very desirable as for instance, the impurity level in the deposited 

samples will be lowered due to a higher flux of incoming atoms with respect to impurity 

atoms onto the substrate. Most importantly, a high deposition rate of dcMS makes it attractive 

for industrial applications. However, a common drawback of dcMS is the creation of the “race 

track” i.e. the erosion of the target surface. This is due to the high density of electrons, which 

is confined by the magnetic field and thus the plasma is not uniformly distributed across the 

target surface. This irregular erosion of target area, results in a typical material utilization of 

only 20–30%. However, optimizing the shape and balancing of the magnetic field and altering 

magnetron configurations can be utilized to overcome such issues [208,217,219]. Another 

drawback is that up to 80% of the energy applied to the sputtering target is transformed to 

heat, and to avoid melting and destroying the target, the magnetron assembly requires 

efficient cooling  [225]. 

3.2.2 Radio frequency magnetron sputtering (rfMS) 

One major drawback of using dcMS is that it is not applicable for depositing from 

insulating targets, as no current can flow through it. One solution to this impediment is to use 

an alternating current at high frequency. Radio frequency MS (rfMS) has been developed to 

insure the deposition of dielectric/ insulating materials. When rf-power is applied to a target 

it creates a capacitively coupled discharge and a dc-self biaspotential develops over the target 

surface. For the rfMS, the frequency of 13.56 MHz is normally used; which tends to make 

ions and electrons having considerably different motilities in the alternating field [210]. That 

is they physically cover varying distances during each half cycle. In a capacitively coupled 

system, no net charge can be transferred so the electrode biases negatively to compensate, 

creating negative dc voltage on the target surface. Due to this capacitively coupling, the target 

material does not need to be a conductor and can be an insulating material for that sake. 

Because a dc-self bias is present, the surface ion bombardment still occurs and therefore it is 

possible to sputter ceramic or insulating materials as well as metallic materials. However, 

rfMS requires an impedance matching unit to ensure that the maximum power is absorbed 

into the plasma discharge. Furthermore, the higher complexity of rf-generators implies that 

these power sources are more expensive to purchase compared to dc-power supplies. Further 

limitations include that the dielectric materials are often difficult to fabricate and obtaining 

large targets can be an issue. In addition, sputtering of ceramics could pose an issue as 

magnetron sputtering puts a significant thermal load on the cathode surface and owing to the 

uneven nature of the ion bombardment, the heat flow varies across the target surface 

[210,229]. Since ceramic materials often have very low thermal conductivity along with low 

intrinsic shock resistance; the excessive heating may cause unwanted failures. A major 

disadvantage of rfMS is a very low deposition rate. All in all, the rfMS of compound targets 

is still an attractive technique and has found application in wide range of fabrication 

processes.  

Reactive sputtering 

Many dielectric materials which would be considered too insulating to be sputtered by 

conventional dcMS, can often be deposited by dcMS using a reactive gas atmosphere in 

conjunction with noble working gas. In that case, the target will still be metallic. Such reactive 

sputtering is, however, significantly more complex than metal sputtering or sputtering from 

compound targets. Argon gas is introduced as the carrier gas but additional minute quantities 
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of a reactive gas is brough to the chamber. This can be any gas which have a tendancy to react 

with the target atoms to form the desired compound. Oxygen and nitrogen are commonly 

used, to deposit oxides and nitrides, respectively, but other gases can also be used as long as 

the reaction byproducts can be appropriately handled. Howeve, the desired compound is 

formed both at the cathode target and at the substrate, depending on power and surface 

reactivity. This can result in different mode of operation i.e. metal mode or poisoned mode  

[216,218,230] and will be further discussed later in this chapter. By controlling the reactive 

gas flow rate it is possible to control the stoichiometry of the growing film. The process 

suffers from one important drawback, namely target 'poisoning’  [216,218,230]. A poisoned 

target refers to a metal target where there is enough compound formation on the surface for 

it to act as a compound target, with corresponding collection of positive charges on the 

substrate, frequent arching, and low deposition rate [231,232]. Once a target is poisoned, the 

gas flow rate should be reduced such that there is insufficient reactive gas to react fully with 

the target; this region is commonly known as metallic mode sputtering. It should be noted 

that the reactive gas flow required to induce metallic mode sputtering might be much lower 

than that to induce a poisoned target, leading to the well-known hysteresis curves 

[210,216,233,234] inherent to reactive sputtering, as shown in Fig. 32. One way of avoiding 

the hysteresis is to increase the pumping speed to such an extent that reactive species requires 

more time to poison the target [58].  

 

Figure 32. Hysteresis curve in reactive sputtering because of target poisoning [235]. 

3.2.3 High power impulse magnetron sputtering (HiPIMS) 

Over the last few decades, several studies have been carried out in order to increase the 

plasma density [233,234,236–238] as it influences the ionization of the sputtered materials 

and consequently the deposition rate. Several applications require a higher degree of 

ionization of the sputtered species, since the ion flux reaching the substrate is known to have 

a significant influence on the overall quality of the film [233]. One way of achieving increased 

plasma density is by applying higher power to the target. However, increased power density 

at the target can cause overheating and may gradually melt the target. Hence, the power 

density is restricted by a maximum power which can be delivered to the target without 

damaging the target. To overcome the issue, ionized physical vapor deposition (IPVD) has 

been achieved by applying a high power unipolar pulse of low frequency and low duty cycle 

to the cathode/ target in order to generate highly dense plasma [234,236,237]. This technique 

is referred as high power pulsed magnetron sputtering (HPPMS). The essential advantage of 

HPPMS techniques is that it uses the same magnetron sputtering equipment, assembly and 

chamber, except for the power supply [233,234]. Thus, making this technique applicable to 
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full-scale industrial size deposition systems, independent of the target geometry, with relative 

ease. There are a few variations of the HPPMS technique of which the most common is high 

impulse power magnetron sputtering (HiPIMS) [233,234,238]. In HiPIMS a pulse of very 

high amplitude, i.e. an impulse, is applied to the cathode and a long pause exists between the 

pulses. 

 

Figure 33. (a) Plot of peak power density at the target versus duty cycle for different 

magnetron discharges (Gudmundsson et al. [233]). (b) Power versus time in direct current 

magnetron sputtering (dcMS) and high-power impulse magnetron sputtering (HIiPIMS), 

respectively.  

Thorough reviews on IPVD (with focus on HiPIMS) techniques and their applications has 

been given by for instance Helmersson et al. [234], Sarakinos et al. [239], Anders [240],a 

thorough overview of the modulated pulsed power magnetron sputtering (MPPMS) technique 

by Lin et al. [241], Lundin and Sarakinos [242], Alami et al. [243,244], Gudmundsson 

[238,245] and Gudmundsson et al. [233]. In addition, the effect of magnetic field 

configuration over the discharge has been studied [246–248]. The HiPIMS discharge is a 

relatively new addition to plasma based sputtering systems [233]. HiPIMS differs from dcMS 

in the important respect that self-sputtering quickly becomes the dominant sputter 

mechanism.  In HiPIMS, high power is applied to the cathode in short unipolar pulses at low 

duty cycle and repetition frequency while maintaining the average power about ~2 orders of 

magnitude lower than the peak power [233,245]. This results in a high plasma density with 

higher ionization fraction of the sputtered vapor. This increase in the ionization fraction 

allows good control over film quality by controlling the energy and direction of the deposited 

species. This depicts a major difference and a significant advantage of HiPIMS over dcMS 

where the sputtered material consists mainly of neutral species. A typical HiPIMS discharge 

can operate with a cathode voltage in the range of 500–2000 V, current densities of up to 3–

4 A/cm2, peak power densities in the range of 0.5–10 kW/cm2, repetition frequency in the 

range of 0.05–50 KHz, and duty cycle in the range of 0.5%–5% [233,249]. The peak power 

is 2–3 orders of magnitude higher than in typical dcMS discharge while the average power is 

the same. In addition, the range of parameters available are much wider in the pulsed system 

(c)

(b)

(a)
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than for the dcMS and rfMS methods. That is, the discharge pulsing gives a much greater 

flexibility due to additional control parameters i.e. pulse width, duty cycle, and repetition 

frequency. A simple graphical representation for differentiation between HiPIMS and dcMS 

in terms of duty cycle and power vs. time is shown in Fig. 33(a, b), along with a pictorial 

representation of deposited film morphologies Fig. 33(a). An experimental demonstration of 

results and discussion are given in subsequent sections, thus complementing the HiPIMS 

method. 

The Physics Behind - in brief 

A discharge current and voltage characteristics gives a fundamental insight into the 

discharge physics of the HiPIMS process. Several studies have been reported over the 

discharge characteristics of HiPIMS either for reactive or non-reactive discharge. A typical 

current-voltage waveform for non-reactive sputtering (Fig. 35(a), red curve) can be described 

by a rise in current to a peak value which then drops followed by a relatively stable plateau 

[245]. The drop in intensity is due to strong gas compression and a consequent large flux of 

atoms from the cathode. The collision of sputtered atoms with the Ar (as working gas) causes 

heating and expansion of the working gas, and is well-known characteristic of the discharge 

called as ‘gas-rarefaction’ [233,245,250].  This therefore replaces the working gas atoms 

with the sputtered atoms in the vicinity of the cathode (target) to some extents as the pulse 

evolves. If the plasma density becomes high enough, a major fraction of the sputtered atoms 

will experience electrons impact ionization, which are then attracted back to the target in 

order to participate in the sputtering process. This process is known as ‘self-sputtering’ 

[233,245] and is responsible for the increase in discharge current before a stable plateau is 

achieved. The viability of the self-sputtering process relies on various parameters such as the 

working gas, the sputter yield, the SE emission yield, and the target voltage [233]. 

However, in reactive sputtering case, the discharge current waveform can be quite 

different when working in different modes i.e., either poisoned, transition or metals mode, 

which depends on the reactive gas and the target material [233,245].  For reactive sputtering, 

a reactive gas (such as O2 and N2 etc.) along with noble working-gas (such as Ar) is 

introduced to synthesize a compound film. In HiPIMS discharge, the dissociation probability 

of molecular gases tends to increase due to the presence of higher electron density. However, 

the presence of reactive gas can also lead to the formation of compound material on the target 

surface. This is often referred to as target poisoning [230]. Due to this target poisoning the 

reactive sputtering process is unstable, and generally exhibits a hysteresis behavior. For 

instance, the curves [233] in Fig. 34 presents a discharge voltage vs. oxygen flow rate while 

sputtering a Ce target in an Ar/O2 discharge is shown for both dcMS and HiPIMS, 

respectively. The upper part of each curve refers to metal mode sputtering and the lower part 

of each curve to oxide/ compound mode sputtering. While the middle part can be attributed 

as transition mode. A hysteresis is already observed in the dcMS case.This hysteresis effect 

originates due to reaction of target with the reactive gases. Sputtering at low reactive gas 

flows, where there is no significant reaction with the sputtering target, is referred to as metal 

mode, while for high flows of reactive gas, when a compound has formed on the target, is 

referred to as compound mode or poisoned mode sputtering. The hysteresis occurs if the 

effective etching rate of the compound is lower than for the pure metal, which is commonly 

the case due to a lower sputter yield of the compound.  Further the unstable or transition 

region of dcMS is much wider than in the case of HiPIMS. 
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Figure 34. Discharge voltage Vd as a function of the O2 flow during reactive dcMS and 

HiPIMS of a Ce target. For the HiPIMS process, pulsing frequencies of 1 and 4 kHz are 

shown. The average discharge power was 70W and the argon partial pressure was 0.65 Pa at 

a pumping speed of 25 l/s (Gudmundsson et al. [233]). 

A typical discharge current waveform in the case of reactive sputtering in metal [251] (Fig. 

35(a)), green and blue line) follows as an increase in current to a peak value, followed by a 

drop due to gas compression and rarefaction and then an increase to a stable plateau where 

the discharge is dominated by self-sputtering. Several studies of discharge characteristics of 

reactive HiPIMS sputtering have shown a striking feature observed where the form of 

discharge current waveform changes along with the peak current values, as the reactive gas 

flow rate changes. 

Such a change in the current waveform in a reactive HiPIMS discharge has also been 

reported for Ti target in Ar/O2 mixture by Stranák et al. [252], for Ru target in Ar/O2 mixture 

by Benzeggouta et al. [253] for Ti target in Ar/N2 mixture by Magnus et al. [254], and for Al 

target in Ar/N2 mixture by Moreira et al. [255]. 

Fig. 35(a) shows the discharge characteristics. One can see a decrease in peak current 

(initial rise/ peak in current) when oxygen is added and then a decrease when flow-rates is 

increased. However, with first addition of oxygen (2 sccm) the discharge remains in the metal 

mode, while the plasma density decreases, due to higher energy loss per electron-ion pair 

created. When the flow is increased further to 5.6 sccm, a transition to compound mode is 

observed. Further, a delay in an onset of initial peak is seen with reduced intensity, which is 

than continued with a transition to self-sputtering as indicated by a steeper slope of current. 

This steeper rise of current is typically associated with transition of discharge from metal 

mode to compound mode.  
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Figure 35. (a) The discharge current for various oxygen flow rates for Ar/O2 discharge with 

titanium target. The discharge pressure is roughly 0.6 Pa, the repetition frequency 50 Hz, and 

the pulse voltage is 600 V.  (b) The discharge current for various repetition frequencies for 

Ar/O2 discharge with titanium target. The discharge pressure is roughly 0.6 Pa, the oxygen 

flow rate 2 sccm, and the pulse voltage is 600 V. After Magnus et al. [251]. 

In similar study [251] on the effect of varying repetition frequency for the Ti in Ar/O2 

discharge (Fig. 35(b)) a familiar waveform was observed at lower repetition frequency. 

However, as the repetition frequency is reduced the current discharge waveform transit in to 

a different waveform similar to that observed for the discharge where the oxygen flow was 

higher. This implies oxidation takes place due to long pause between the pulses, i.e. as the 

time between the pulses increase there is more time available for target to be poisoned. The 

above mentioned increase in discharge current is attributed to working gas recycling as the 

target gets poisioned and the sputteryield drops significantly [256].  

 

Figure 36. The discharge current for various oxygen flow rates, for the Ar/O2 discharge with 

titanium target. The pulse length is 200 µs, pulse voltage is 670 V and the discharge pressure 

is approximately 7.5 Pa. The discontinuous lines shows the current waveform for non-reactive 

sputtering. 
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Figure 37. Schematic illustration of the HiPIMS discharge current divided into five different 

phases. The bottom two curves display an approximately 300 µs long current pulse, where the 

current decays after an initial peak at around 80 µs mainly due to depletion of the working 

gas, followed by a current plateau. The top two curves illustrate the onset of self-sputtering, 

where the current may reach a second maximum before the pulse is switched off. The middle 

curve displays an intermediate state due to partial self-sputtering. The Πss is a self-sputtering 

parameter. After Gudmundsson et al. [233]. 

Few typical discharge current waveform for titanium in Ar/O2 discharge are shown in Fig. 

36, where the O2 flow rate is varied by keeping the pulse voltage (~ 670 V) and pulse length 

(200 µs) constant. Such characteristic behavior of discharge can be explained in a good 

manner [233] where the typical pulse shapes of the discharge current are described by using 

a model in Fig. 37. The curves in Fig. 37 suitably categorized according to the degree of self-

sputtering during the plateau (or so called runaway phase i.e. region 4). 

The sputter system  

Two different sputter system were utilized in our study. The crossectional drawing of the 

first sputter chamber is shown in Fig. 38.The chamber is equipped with 6 magnetron 

assemblies (two 2 and four 3 inches) MAK Planar Magnetron Sputter Source, MeiVac, with 

Nd/FeB magnets. Each magnetron assembly consist of a cooling system and pressurized air 

shutter system that can be controlled manually or by using homemade LabVIEW software. 

The targets or magnetron assemblies are aligned at an angle of 45° facing the substrate holder 

assembly on top in the middle of chamber. The substrate holder assembly is equipped with a 

holder stage, a Molybdenum-heater (controlled via SM 400-AR-8 power supply by Delta 

Elektronika), a K-type thermocouple and 3-axis substrate holder manipulator in x, y and z 

directions. The substrate assembly can be rotated 360° in both clock and counter-clock wise 

directions. The sample holder itself is a stainless steel plate.  

To insert the samples in the main chamber, the substrate holder (SH) is first placed in a 

load-lock over a magnetic arm that slide the sample holder into the chamber after acquiring 

10-4 Pa pressure. Only after which the gate valve is allowed to open to slide the samples into 

the main chamber over the sample holder assembly. Both load-lock and main chamber are 

equipped with separate turbo pumps. Two gas inlets, one for working gas (Ar) and second for 

reactive gas (O2, N2 or H2) are present. The gas flow rate is adjusted by mass flow controllers 

(MFC, Area FC-D980C).  A butterfly valve controlled via electronics (MKS, 600 Series 

Pressure controller) precisely is used to adjust the pressure inside chamber. Before deposition, 

the chamber is pumped down to 10-7 Pa. 
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Figure 38. Schematic 3D view of the sputter chamber: (ssubstrate holder (SH); load lock 

(LL); temperature controller (TC); Ar and oxygen inlet (1 and 2); turbo pump (TP); target 

shutter (Sht.) and axis manipulator (AM). 

The second sputter chamber is equipped with 5 magnetron (2’’) assemblies each equipped 

with a cooling system. The shutter system is basically a huge circular plate with a rectangular 

chimney that can be placed directly over the target to be sputtered.  The SH assembly consist 

of a horizontal arm mounted on a vertical assembly, that can be rotated 360° such as to 

maneuver the sample directly on top of the target or so to say the chimney. Two SH position 

are avaible on each of the arm. The SH sits directly over the targets at a distance of 12 cm. A 

feedthrough is present to assist SH biasing up to - 60 V. A rough pump followed by cryogenic 

pump system is used to lower the pressure (~ 10-6 Pa). A butterfly valve is used to adjust the 

pressure manually. The gas inlets are for Ar and O2 only, along with N2 inlet for purging. All 

the magnetrons assemblies i.e. their water cooling guides are facilitatet with N2 purging; so 

as to clean the water guides (inlet and outlet) after deposition. However, it is neither possible 

to co-sputter the targets nor rotate the sample holder itself while sputtering, since the sample 

is directly on top of the target. 

The Power supplies utilized 

For dcMS, deposition was carried out in a constant- power mode using Advanced Energy 

MDX500 power supply. For the HiPIMS setup, the power was supplied by SPIK1000A pulse 

unit (Melec GmbH) operating in unipolar negative mode at a constant voltage, which in turn 

was charged by a dc power supply (ADL GS30). The discharge current and voltage were 

monitored using a combined current transformer and a voltage divider unit (Melec GmbH) 

and the data was recorded with a digital storage oscilloscope (Agilent 54624A). In case of 

sputtering via rfMS, radio frequency CESAR© 136 radio frequency (rf) power generator 

(13.56 MHz) source coupled with impedance matching unit was used to initiate the plasma. 

The magnetrons were either equipped with N or HN-connectors, that connects to the power 

supplies. 
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3.3 Annealing 

After fabrication, the samples (if required) underwent annealing procedure using either 

conventional furnace annealing (CFA) or rapid thermal annealing (RTA).  

RTA 

A JipelecTM JetFirst 200, shown in Fig. 39 is used for RTA processing. The setup is 

equipped with 12 sets of flash lamps, Ar, O2, N2 and H2 gases and mass-flow controllers, 

along with a cooling system, turbo pump (~ 10-5 mbar), three thermocouples, a pyrometer and 

other electronics. A clean Si-wafer is used as a sample stage with thermocouple just touching. 

Prior to use the chamber is pumped down to avoid any contamination, and dururing use a 

slight overpressure of N2 is maintained to avoid oxidation.  

 

Figure 39. A close view inside the RTA processor. 

 

CFA 

A Heraeus D-6450 Hanau anneal furnace with maximum temperature achievable of 1300 

°C was used. For annealing, first an alumina tube was inserted into the furnace which is then 

brought to desired temperature and is held there for ~30-60 min in order to stabilize. The 

sample is than inserted to the center region of the alumina tube, using a homemade sliding 

rod. A slight overpressure of N2 gas of 5N purity was applied to avoid oxidation of the 

samples. After the desired time of heating the sample is retracted from the alumina tube and 

allowed to cool down to room temperature, while N2 overpressure still being kept.  
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3.4 Hydrogenation 

Basic principal 

As already mentioned in Chapter 2, an inductively coupled discharge is one of the simplest 

methods to create a high density plasma, which is an essential requirement to obtain an 

effective means of passivation. The high plasma density is achieved when the discharge is 

operated in an electromagnetic mode, where an rf-coil induces an azimuthal electric field 

within the plasma that further maintains the discharge. Low pressure (< 50 mTorr) is 

generally utilized for inductive discharges. Samples are placed inside a quarz tube that is 

located inside the inductive coil. The coil is typically separate from a plasma by a quartz tube 

walls. The inductive coil is driven by a current at 13.56 MHz using an rf-supply attached to 

an impedance matching unit. The inductively transfer of power and the absence of electrodes 

leads to low voltages across the plasma sheaths and the wall surfaces (i.e. quartz tube wall). 

Therefore, the discharge can operate at high processing rate and at the same time avoiding 

any damage and/or contamination that may have occurred due to high-energy ion 

bombardment [184,187]. 

Assembly 

A schematic and a photograph of the setup is shown in Figs. 40 and 41. A 290 mm long 

cylindrical quartz tube was used with an inside diameter of 34 mm, with one end connected 

to a pumping system and the other end closed. The close end is made accessible to place the 

sample in side. The structures to be exposed were first placed over a long rectangular piece 

of Si- substrate to ease the introduction and draw out the samples. The quartz tube was placed 

inside a circular inductive coil (41/2 turns) with inside diameter of 54 mm, prepared from 85 

cm long and 10mm thick copper tube. The gas mixture consist of H2/Ar (~70/ 30 %). The 

flow rates (qAr = 4 sccm, qH2 = 14 sccm) were controlled via mass flow controllers and the 

throttle valves was adjusted to the required pressure using butterfly valve close to the 

pumping system. During the hydrogenation, the total gas pressure was varied in the range of 

0.6–20 mTorr. Radio frequency CESAR© 136 radio frequency (rf) power generator (13.56 

MHz) source coupled with impedance matching unit was used to generate the plasma. The 

driving frequency of the discharge of 13.56 MHz belongs to the industrial, scientific and 

medical (ISM) radio bands, which are, are radio bands reserved internationally for the use of 

radio frequency (RF) energy for industrial, scientific and medical purposes other than 

telecommunications.  The ISM bands were first established at the International 

Telecommunications Conference of the International Telecommunication Union in Atlantic 

City, in 1947.  So this choice of driving frequency is dictated by these regulations. Plasma 

oscillations are rapid oscillations of the electron density in conducting media such as 

plasmas.  The frequency of these oscillations are commonly described by the plasma 

frequency.  The plasma frequency is proportional to the square root of the plasma electron 

density.  For an inductively coupled discharge like the one used here the plasma frequency is 

of the order of 9 GHz, so it is significantly higher than the driving frequency. 

Color-changing temperature stripes, placed inside the quartz tube, were utilized to 

determine the rise in temperature during hydrogenation. 
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Figure 40. Schematic of the cylindrical inductively coupled discharge H2/Ar utilized for 

hydrogenation. The inset shows a schematic of structure i.e. Sip/SiO2/SiGe/SiO2 and is also 

employed for Sip/SiO2/TiO2/SiGe/TiO2. 

 

 

Figure 41. Home-built hydrogenation setup. The left end of the tube is connected to pumping 

system, whereas right end is a close end with a gate to insert samples. . 
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Chapter 4 

4 Characterization techniques  

The chapeter gives a brief overview of characterization techniques employed for structural 

investigation, surface analysis, electrical and optical measurements. After the fabrication and 

anneal (and/or hydrogenation) treatment procedures as mentioned in previous chapter, the 

structures were characterized by following methods: 

 Grazing incidence X-Ray diffraction (GiXRD) 

 X-ray reflectometry (XRR) 

 Atomic force microscopy (AFM) 

 Scanning electron microscopy (SEM) 

 Energy-dispersive X-ray spectroscopy (EDS) 

 Transmission electron microscopy (TEM) 

 Scanning transmission electron microscopy (STEM) 

 Photocurrent (PC) spectral analysis  

Each of the above mentioned characterization methods (except TEM, EDXand STEM 

analysis) are discussed successively in this chapter. The TEM, EDX and STEM analysis 

along with respective sample preparation was carried out by our Romanian partner, while 

SEM analysis were carried out at Innovation Center Iceland (NMI). 

4.1 X-ray diffraction 

X-ray reflectometry was applied to determine the layer thickness, film mass density and 

surface roughness. Whereas, for the structural investigation of the fabricated MLs was carried 

out by grazing incidence XRD (GIXRD) via Philips X’pert diffractometer (CuKα, 0.15406 

nm and having the precision of 0.000 01°). For GiXRD and XRR scans 2 × Ge (220) 

asymmetrical hybrid monochromator utilizing line focus, a divergence slit (1/32°, 1/16°, 1/4°, 

1/2°,1°) and a parallel plate collimator (0.27°) was used. The measurement run was made 

with a step size of ranging from 0.0008 to 0.005° and time per step of 0.5 – 2.0 s.  
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4.1.1 Theoretical perspective and basic principal 

Max von Laue, in 1912, discovered that crystalline substances act as three-dimensional 

diffraction gratings for X-ray wavelengths similar to the spacing of planes in a crystal lattice. 

X-ray diffraction is based on constructive interference of monochromatic X-rays in a 

crystalline sample [257,258]. XRD signal is due to an elastic scattering of monochromatic X-

ray by core electrons of atoms in a sample. The regularly spaced atoms in a crystal lattice 

causes the X-rays to be diffracted, producing the well-known XRD patterns, analogous to 

diffraction of visible light by gratings.  The principal is based on that an electron in an 

alternating electromagnetic field will oscillate at the same frequency as that of the field. Thus, 

when an X-ray beam hits an atom, the electrons around the atom start to oscillate with the 

same frequency as the incoming beam. Almost in all directions, we will have destructive 

interference, that is, the combining waves are out of phase and there is no resultant energy 

leaving the solid sample [258]. An illustration of constructive and destructive interference is 

shown in Fig. 42. However the atoms in a crystalline form are arranged in a regular pattern, 

and as a result in few directions we will have constructive interference (Fig. 42 and 43). This 

implies that the waves will be in phase and there will be well defined X-ray beams leaving 

the sample in various directions [257]. Hence, a diffracted beam may be described as a beam 

composed of a large number of scattered rays mutually reinforcing one another.  However, 

the intensities of obtained peaks (reflections) are determined by the distribution of the 

electrons in the unit cell. Since, the electron density is highest around an atom. The intensities 

depend on the kind of atoms and where they are loctaed in the unit cell. Plane going through 

areas with high electron density will reflect strongly, whereas, plane waves passing through 

low electron density will give weak intensities. 

 

Figure 42. Illustration of  the 2θ deviation, which causes a phase shift resulting in either 

constructive (left figure) or destructive (right figure) interferences. 

By scanning the sample through a range of 2θ angles, all possible diffraction directions of 

the lattice should be attained due to the random orientation of the powdered material. 

Mathematically, XRD signal is best-known to follow Bragg’s Law for constructive 

interference (Fig. 43):  

2𝑑 sin(𝜃) = 𝑛𝜆                    (11) 

Where, d is the separation between the Bragg planes, θ is the Bragg angle, n is the 

diffraction order, and λ is the X-ray wavelength. The term Bragg planes refers to planes that 

are comprised of these constructively diffracting atoms. Conversion of the diffraction peaks 

to d-spacing allows one to chemical identity of the sample because each material has a set of 

unique d-spacing. Typically, this is achieved by comparing the obtained results with that of 

d-spacing from standard reference patterns. 
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Figure 43. Illustration of constructive interference when Braggs law is satisfied. 

4.1.2 Grazing incidence X-ray diffraction 

Usually the penetration depths of X-rays, i.e. the corresponding 1/μ values, are found to 

be in the 10 - 100 μm range, respectively, where μ, is the absorption coefficient. However, in 

most thin-film investigations the thickness is substantially less, thus  causing a large fraction 

of the diffraction pattern as measured via symmetric θ:2θ configuration, to originate from the 

substrate rather than the deposited thin film structure itself [257]. Thus, in the cases of thin 

films with thicknesses in the few nanometer range or less, only negligible structural 

information can be gained using this measurement configuration. This is because the path 

traveled (which is of the order of sin(θ)/μ) by the X-ray in the sample, is too short for typical 

Bragg angles to deliver X-ray reflections of sufficient peak-to-noise ratio. In such cases for 

the analysis of thin films, X-ray diffraction techniques have been introduced [257,258], for 

which the primary beam enters the sample at very small angles of incidence and hence named 

as grazing incidence X-ray diffraction (GIXRD). This small angle of entrance leads to a 

significant increase in the path traveled by the X-rays and the structural information contained 

in the diffractogram to come primarily from the thin film. 

The configuration for the GIXRD analysis is asymmetric and is schematically shown in 

Fig. 44(a). The angle between the incoming beam and the sample surface is very small. This 

angle will be denoted by α. The GIXRD measurement is performed such that the angle α is 

kept constant, while the detector is moved along the 2θ circle. This is the major difference 

compared to the symmetric configuration where the entrance angle θ is also changed during 

the measurement [257,258]. 

 

(a)  (b)  

Figure 44. (a) The geometry in grazing incidence diffraction is characterized by a small angle 

α that is kept constant during the measurement. (b) XRR experiment from the viewpoint of 

the sample reference frame. From Birkholz et al. [257].  
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4.1.3 X-ray Reflectometry (XRR) 

The working principle of the method involves monitoring the intensity of the X-ray beam 

reflected by a sample at grazing (small) angles. The diffractometer is operated in the 

symmetric θ:2θ configuration, but with much smaller angles i.e. ω (in Fig. 44(b)), than those 

in θ:2θ diffraction [257]. A monochromatic X-ray beam irradiates a sample at an angle ω and 

the reflected intensity at an angle 2θ is recorded by a detector. The figure portrays reflection 

where the condition is satisfied with, ω = 2θ/2. As the operation mode is symmetric θ:2θ 

mode, assuring the incident angle is half of the angle of diffraction. The reflection from 

surface and interfaces is due to the different electron densities in the different layers, which 

corresponds to different reflective indexes. For the angle of incidence θ below a critical angle, 

a total external reflection occurs. The density of the material is determined from the critical 

angle (θc). Above θc, the reflection from the interfaces interfere and give rise to interference 

fringes. The period of the interference fringes and the drop (slope) in the intensity are related 

to the thickness and the roughness of the layer(/s) [257]. The typical range for these 

measurements are between 0◦ and 6◦ in θ, but can of course be analyzed further depending 

on the roughness of the structure. 

4.2 Atomic Force Microscopy (AFM) 

Atomic force microscope (AFM) is used to explore the surface topography including the 

surface roughness. The AFM employed in study is a Park System, PSIA XE-100, mounted 

over Table Stable, TS-155 and utilizes a Light Bank LS-F100HS for live imaging. The 

software used to examine the topographic images is a XEP 1.8.0 Data Acquisition Program 

and Gwyddion (32-bit) software.  

AFM is kind of technique similar to that of scanning probe microscope, which is used to 

map the topography and to study the properties of material on a nanoscale, based on the 

interactions between a tip and a sample surface.  AFM was first invented at IBM Zurich in 

1986 by Gerd Binning et al. [259], based on the principal of scanning tunneling microscope 

(already invented in 1981). In AFM the probing tip is a spring like cantilever with one end 

fixed and the other end having tip that interacts with the sample surface [259–262]. The tip 

that is attached to the free end of the cantilever comes in contact or close proximity of the 

sample surface, attractive and/ or repulsive forces as a consequence of interactions between 

the tip and the surface, causing either a negative or positive bending of the cantilever 

[262,263], thus giving topographic information of the sample. These phenomena can be 

attributed to basic types of working modes in AFM and is given by Pauli Exclusion Principle 

[263] in Fig. 45. 

 

Figure 45. The relationship between force and distance. From Maghsoudy-Louyeh et al. 

[264] 
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Figure 46. Schematic working principal of AFM. 

As in AFM the cantilever can be thought of as a spring. In this case the force generated 

between the tip and the surface depends on the spring constant of the cantilever and the 

distance between the tip and the surface. Considering spring constant this force can be 

determine using Hooke’s Law [262,263]: 

𝐹 =  𝑘 . 𝑥                     (12) 

Where, F is force, k is the spring constant and x is the cantilever deflection. As the tip 

moves across the sample, it moves up and down respective to the sample. These fluctuations 

are governed by the interactions, for instance, as a result of electrostatic, magnetic, capillary, 

Van der Waals forces between the tip and the sample [265]. A sophisticated position detector 

monitors the displacement of the tip and a topographical image is obtained. Fig. 46 shows the 

schematic of typical AFM working principle.  

4.2.1 Working Modes 

Contact mode (CM) - AFM 

A  ContAl-G tip having radius tip radius of < 10 nm, is employed for contact mode having 

a resonance frequency of 13 kHz. In CM-AFM, the probe is dragged while in contact, across 

the surface [262]. The tip-sample interacting forces are in the repulsive regime. In this mode 

the feedback loop keeps the deflection of the cantilever constantly at the set-point. This 

unchanged deflection can also be referred to as the equiforce mode [265]. As the tip scans 

across, any bend in the cantilever from surface topology, corresponds to a deflection of the 

probe tip in z-direction equal to zd, relative to an un-deflected cantilever in its initial position. 

The motion of the z-scanner is directly proportional to the sample topography. Basic principal 

of CM-AFM is shown in Fig. 47. 
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Figure 47. The working principle of AFM in contact mode, where the tip contacts the sample 

surface with a small cantilever deflection and the feedback loop keeps the deflection constant 

[266]. 

Tapping mode 

For tapping mode Tap300Al-G tip is utilized having a resonance frequency of 300 kHz. 

In tapping mode, although the resolution of the image is similar to that of CM-AFM image, 

the applied forces between tip and sample are lower. Thus the problem of having high-lateral 

forces between the tip and surface can be solved by having the tip touch the surface only for 

a short time [262,263,265], thereby avoiding the issue of lateral forces and drag across the 

surface. Hence it is called tapping mode (Fig. 48). In this mode cantilever oscillates back and 

forth near its resonance frequency. While during oscillations, the tip makes contact with the 

surface for a very short duration in each oscillation cycle. A feedback loop provides the 

oscillation amplitude to remain constant during scan so that a constant tip-sample interaction 

is conserved during the scan [262].   

 

Figure 48. The Principle working mechanism of atomic force microscopy in tapping mode. 

4.3 Scanning electron microscopy (SEM) 

Electron microscopy 

Electon microscopy is applied to get a topographic, crosssectional and projection images 

of the fabricated structures, along with the elemental and structural determination. IN this 

study Zeiss Supra 35 scanning electron microscope (SEM) and Jeol ARM 200F transmission 

electron microscopy (TEM) was utilized for structural and elemental analysis. 

 EM can be defined as a tool that uses beam of electrons to generate an image of a specimen 

[267]. In contrast, to optical microscope that uses visible light to illuminate sample and a 

series of optical lenses to magnify samples in the range approximately between 10 to 1,000 

times their original sizes. EM needs to be operated in the vacuum and the electron beam is 

focused on to the sample and magnification of images is carried out via set of electromagnetic 

lenses. The EM has the advantage of using considerably much shorter wavelength of the 

electron (for instance, λ = 0.005 nm at a given accelerating voltage of ~ 50 kV) which for 

optical microsphere when compared have visible light with λ = 400 nm to 700 nm [268]. In 

EM the resolution can be controlled by varying accelerating voltage, i.e. shorter wavelength 

is obtained via increasing the velocity of electrons, results in increased resolving power 

(accelerating voltage) [269]. 
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The two principal types of EM techniques are: 

 Scanning electron microscope (SEM) 

 Transmission electron microscope (TEM) 

Even though both were invented in the same decade, however, they differ fundamentally 

in their uses, magnification, working principal, and sample preparation techniques. In brief, 

SEM generates 3D image with the help of secondary electrons, while the TEM projects 

electrons through an ultrathin portion of the sample to produce a 2D image. A third and less 

used type is the scanning transmission electron microscope (STEM) which encompasses 

features of both SEM and TEM.  

The basics of SEM 

  The SEM permits the observation of materials in macro and submicron ranges. The 

instrument is capable of generating three-dimensional images for analysis of topographic 

features. In the SEM, a beam of electrons is focused on a spot volume of the specimen, 

resulting in the transfer of energy to the spot. These bombarding electrons, also referred to as 

primary electrons, dislodge electrons from the specimen itself. These, dislodged electrons are 

known as secondary electrons (SE), are attracted and collected by a positively biased grid or 

detector, and then translated into a signal. To produce an SEM image, the electron beam is 

swept across the area being inspected, producing many such signals. These signals are then 

amplified, analyzed, and translated into images of the topography being inspected. Finally, 

the image is shown on a computer screen. The energy of the primary incident electrons 

determines the quantity of secondary electrons collected during inspection. The emission of 

SE from the specimen increases as the energy of the primary electron beam increases, until a 

certain limit is reached. Beyond this limit, the collected SEs diminish as the energy of the 

primary beam is increased. Further, this is because the primary electron beam is already 

activating electrons deep below the surface of the specimen. Electrons coming from such 

depths usually recombine before reaching the surface for emission. Aside from secondary 

electrons, the primary electron beam results in the emission of backscattered (or reflected) 

electrons (BE) from the specimen. BE possess more energy than SE, and have a definite 

direction. As such, they can not be collected by a secondary electron detector, unless the 

detector is directly in their path of travel. All electrons with energy above 50 eV are 

considered to be BE. Backscattered electron imaging is useful in distinguishing one material 

from another, since the yield of the collected backscattered electrons increases monotonically 

with the specimen's atomic number. Backscatter imaging can distinguish elements with 

atomic number differences of at least 3, i.e., materials with atomic number differences of at 

least 3 would appear with good contrast on the image. 

Detection 

For the SE detection the Everhart-Thornley detector is mainly used. The detector consist 

of a scintillator which is coated on the tip of the detector enclosed in a farad cage. A positive 

high voltage is applied to detector (~ 10kV).  The SE form the sample is attracted towards the 

high voltage and is then converted to light as they hit the scintillator. The light is then directed 

to a photomultiplier tube through a light guide passage.  The light is then converted to 

electrons and are amplified as an electric signal [269,270].  To mention here the SE detector 

is placed at a certain angle on the side of the electron column in order to increase its efficiency. 

Moreover, an addition supplementary electrode is placed before the scintillator with a few 

hundred volts applied to it in order to help the scintillator acquire SE. A basic schematic of 

the detector is shown in Fig. 50. 
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Figure 49. Basic construction of SEM. 

 

Figure 50. Construction of Everhart-Thorney (SE) detector [271]. 

4.4 Photocurrent (spectral) analysis 

Photocurrent (PC) measurements were performed via homebuilt setup. The measurement 

setup consisted of Keithley 2400 source meter and Keithley 617 electrometer, Acton-

SpectrPro 150 monochromator with 600–1400 nm wavelength range, cryostat with four 

optical windows and a QTH10 (/M) quartz tungsten-halogen lamp (50mW optical output 

power) as a light source and a set of quartz lenses to focus and guide the light beam.  

The setup schematic description follows as: the light from the source first encounters a 

quartz lens, and than enters the monochromator. The monochromator is equipped with two 

windows, i.e. enterance and exit respectively, along with two grating slits of 600 mm/ line 

and 1200 mm/line. The entrance window was outfit with a custom built slot which can grip 

the bandpass filters OG500 or  RG1000. The purpose of filters is to cancel the first and second 

derivate of the light. The light enters the monochromator through the lens system and filters 

and then it is guided through optics and gratings system before it exits from secondary 

window. The exit window is placed directly in contact with a custom-built black box 

equipped with a set of lenses, and a cryostat vacuum chamber. The cryostat chamber consist 

of a column quipped with a insulated sample stage, temperature controller (complemented 
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with a lake shore). The system can be cooled down via liquid Nitrogen down to 70 K.  

Photoconductivity measurements were performed in dc-regime at applied voltage between 

two parallel 2 × 4 mm2 coplanar Al contacts that are separated by 4 mm distance. The contacts 

were deposited with electron-beam evaporation. Two point contacts were than brought to 

contact with the Al-contacts. The points were connected with electrometer 617 and Kiethley 

2400 as a gain and source meters respectively, via BNC-connectors. The monochromator, 

Kitehley electrometer and Lakeshore are connected with GiPIB interface to the system, which 

can be controlled via LabVIEW software.  

The photocurrent spectra were acquired by subtracting the dark current from the spectra 

measured under illumination and then normalizing outcome to the spectral irradiation 

intensity of the light source. The setup is capable to go down to 77 K (as restricted by liquid 

N2) and can apply bias up to 200 V, that is limited by Kiethly source meter 2400. Further, the 

step size (in nm) and the time per scan can be varied to a large degree but is restricted by the 

limitations of source meter as well.  
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Chapter 5 

5 Summary of papers 

Paper I: Enhanced photoconductivity of SiGe nanocrystals in SiO2 driven by mild 

annealing 

SiGe nanocrystals were obtained by annealing the structures (Sip/SiO2-

buffer/SiO2/SiGe/SiO2) fabricated via rfMS method for short time, so as to avoid any 

degradation of optical properties of structure as a consequence of deteoriaration of structural 

or interface integraty. Moreover, an interesting lens-like formation of NCs was observed and 

was attributed to be due to competition between crystallization of the NCs and a resulting 

development of stress field in the structure. The structure showed an increased 

photoconductivity of more than an order magnitude higher compared to as-grown structures, 

with response threshold upto ~1200 nm. 

Paper II: Enhanced photoconductivity of embedded SiGe nanoparticles by 

hydrogenation 

In this study Si and Ge were co-deposited via dcMS and HiPIMS method respectively, in 

structure comprising of Sip/SiO2/SiGe/SiO2. This approach of incorporating HiPIMS resulted 

in formation of SiGe nanocrystallites in as-grown state without the need of anneal treatment. 

The structures in as-grown state were exposed to hydrogen plasma for 10 min for several 

intervals. This resulted in an increased photoconductivity of an order magnitude higher than 

un-hydrogenated structures. The resultant enhancement in photoconductivity is attributed to 

neutralization of dangling bonds and passivation of non-radiative centers via chemical 

bonding of atomic hydrogen forming Si-H bonds, along with reduction in positive oxide 

charges and ordering of the amorphous oxide matrix along with improved interface quality.  

Paper III: Efficacy of annealing and fabrication parameters on photo-response of SiGe 

in TiO2 matrix 

(TiO2/SiGe/TiO2)×n multilayer structures on a p-type Si susbtrate, were fabricated via 

dcMS method, and were annealed at 600 °C for 5 min. The aim of the study is to avoid 

formation of SiO2 at the interface between TiO2 and SiGe and/or phase separation and 

segregation of Ge from SiGe NCs, which is a commonly observed downside of annealing 

such structures, resulting in degradation of photoconductive properties. Mild annealing 

exposure of structures resulted in crystalline structure with SiGe NCs and anatase TiO2 

matrix. An increased photoconductivity of more than two order magntide was attained 

without any formation of insulting SiO2 layer, as evident by STEM elemental mapping and 

TEM analysis. Several spectral peaks obtained and were assigned to strain, interface related 

localized states, photoeffect from NCs and coupling effect from the Si susbtrate.  
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Paper IV: Fabrication and characterization of Si1-xGex nanocrystals in as-grown and 

annealed structures: A comparative studyby hydrogenation 

In this work the as-grown structures (having ~20 nm of SiGe layer thickness) from Paper 

II underwent rapid thermal annealing (550 – 900 °C for 1 min) in N2 ambient atmosphere. An 

interesting periodically arranged columnar self-assembly of core-shell SiGe nanocrystals was 

observed as evident by TEM analysis. Such a columnar self-assembly of NCs was attributed 

to presence of nanocrystallites in as-grown structure which acts as a seed/ catalyst for 

heterogeneous nucleations, and that the use of HiPIMS method resulted in formation of strong 

wetting layer thus reducing the nucleation barrier. Further, for the periodicity, the 

crystallization process during annealing develops a stress field in the SiGe film plane, which 

is the anticipated reason for obtaining equidistant / quasiperiodic SiGe NCs arrangement. The 

SiGe NCs in such structures are stress-free in the normal direction on the film and have shown 

no internal defects. However the structure, with thicker SiGe layer of ~200 nm when annelaed 

under similar conditions resulted in formation of planar sharing defects, stacking faults and 

microtwins in SiGe NCs. The photoconductivity in structures with 20 nm SiGe after increased 

by approximatley an order magnitude higher with increased annealing temperature. 

Paper V: Obtaining SiGe nano-crystallites between crystalline TiO2 layers by HiPIMS 

without annealing 

The work aims to fabricate anneal free crystalline TiO2/SiGe/TiO2 as-grown structures 

having SiGe NCs. For this purpose HiPIMS method was employed. A control over HiPIMS 

discharge parameters resulted have shown to obtain various crystalline polymorphous of TiO2 

i.e. either anatase, rutile or a mixture of both. Further, a control over the size of SiGe NCs 

have been demonstrated by varying repetition frequency in range of 300 to 650 Hz, and is 

also dependent on the oxide matrix enveloping the NCs i.e. the crystallinity of TiO2. The as-

grown structure having SiGe nanocrystallites sandwiched within either amorpophous, anatase 

or rutile TiO2 deposited via HiPIMS, were compared with already studied structures in paper 

III. The structure showed roughly 2-order magnitude increase in spectral intensity as 

compared to structure fabroicated via dcMS method with subsequent anneal treatement. 

Paper VI: SiGe nanocrystals in SiO2 with high photosensitivity from VIS to SWIR 

In this paper we study the films formed of SiGe NCs embedded in SiO2 matrix with high 

photosensitivity in VIS-SWIR. For this purpose, structures with two different SiGe 

compositions (Si:Ge:SiO2 of 25:25:50 – samples S1 and 5:45:50 – samples S2) were 

deposited by magnetron sputtering and then nanostructured by rapid thermal annealing at 

700, 800 and 1000 °C for SiGe NCs formation in SiO2 matrix. The influence of Si:Ge ratio 

and annealing temperature on the film morphology and structure is discussed. Also, the 

electrical and photoconductive properties at nanoscale are analyzed in relation with 

morphology and structure in order to find how they can be tuned. The structures annealed at 

800 °C, resulted in an impressive photocurrent/dark current ratio of ~10 and ~103. Moreover, 

the cutoff wavelengths are in SWIR: 1239 nm for sample S1 800 °C RTA measured at RT, 

and 1345 nm for S2 800 °C RTA also at RT extended to 1630 nm (S2, 100 K). The 

photoresponsivities (calculated for each photocurrent spectrum maximum) we achieved are 

3.52 AW-1 for sample S1 800 °C RTA, and 5.23 and 9.35 AW-1 for sample S2 800 °C RTA, 

measured at RT and 100 K, respectively. Furthermore, interesting morphological changes in 

structures were observed depending on composition and RTA temperature and are discussed 

in detail for their origin and effect over the spectral response. These films have a great 

potential to be used in discrete optical sensors or integrated photodetectors including their 

integration with other materials in hybrid devices. 
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Paper VII: Structural and photoluminescence study of self-assembled Si1-xGex 

nanoislands over HiPIMS sputtered TiO2 layer 

 We study the surface morphology and growth process of SiGe nanoislands under varying 

anneal parameters (i.e. 500 to 750 °C for 30 min to 20 hr) over the TiO2 films (either in as-

grown or annealed state) being deposited over Si (001) substrate. Atomic force and scanning 

electron microscopy revealed the formation of SiGe nanoislands over the TiO2 films, along 

with the structural analysis investigated via grazing incidence X-ray diffraction. It is found 

that polycrystalline TiO2 facilitates the formation of nanoislands preferably along the grain 

boundaries due to their higher interfacial energy as compared to as-grown TiO2, that result in 

random distribution of nanoislands across film area. Further, it was evaluated that the size of 

nanoislands increases with increase in anneal time which than starts to collapse forming 

porous SiGe layer and later resulting in melting of SiGe film. Photoluminescence study have 

been performed over structures from room temperature down to 20 K to detect the light 

emission and further to validate origin of the obtained peaks, respectively.  

Some part of the manusctipt has been discussed in section 2.4, dealing with formation of 

nanoislands over Si(001) substrate. While the mentioned manuscript mainly deals with 

formation of nanoislands over oxide surface, which follows Volmer-Weber growth mode, 

contrary to that of Stranski–Krastanov growth mode for nanoislands over Si(001) substrate. 
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Chapter 6 

6  Summary 

In summary, the work incorporates fabrication of structure having SiGe NCs sandwiched 

between either SiO2 or TiO2 matrix. Various magnetron sputtering methods i.e. rfMS, dcMS 

and HiPIMS, in conjunction with subsequent anneal parameters and/or hydrogen plasma 

treatment were employed. A systematic evaluation and control of parameters for respective 

sputter plasma discharge, consequent anneal treatment, and hydrogen plasma treatment was 

carried out, in order to increase the photocurrent intensity with increased spectral response in 

NIR regieme. Initially the structural analysis of the structures were characterized and 

discussed in light of GiXRD, XRR, TEM, SEM, EDX, STEM and AFM analysis. Later the 

electrical and spectral analysis over the structure were made. The photocurrent spectra was 

de-convoluted and the obtained peaks were assigned to be due to strain, interface related 

localized states, photoeffect from the NCs and to coupling effect from the Si-substrate, 

respectively. The highlights of the results obtained includes, how the high temperature 

annealing or longer annealing time can be replaced in creating anneal free crystalline 

structures. Initially a control over anneal parameters was made by lowering the temperature 

and time (minimum upto 1 min in CFA and 15 sec in RTA), resulting in increased 

photoconductivity of structures more than 2 order magnitude higher than that obtained via 

high temperature annealing, with wider range of spectra response.  

Later the structure fabricated via incorporation of HiPIMS in conjuctin with dcMS method, 

that resulted in SiGe NCs in as-grown structures and crystalline a TiO2 matrix when sputtered 

via HiPIMS method. An increase in spectral intensity of few odrder magnitude higher was 

attained for such structures, as compared to those deposited via dcMS andrfMS method alone, 

which needs to be anneal treated.  

Additionally structures fabricated via incorporation of HiPIMS method, was further 

exposed to hydrogen plasma treatment and/or annealed at varying temperature in order to 

exploit the effect of respective methods in increasing the spectral sensitivity (intensity). The 

exposure of structures (either in as-grown or annealed states) to hydrogen plasma treatment 

resulted in neutralization of dangling bonds and to passivation of nonradiative defects in the 

oxide matrix and at SiGe/ matrix interfaces, resulting in approximately an increased 

photocurrent intensity of more than an order magnitude, without altering the size of NCs. The 

exposure of structures to anneal treatment procedures resulted in an interesting periodically 

arranged columnar core-shell self-organized NCs. Such self-organization of NCs was 

attricbuted to be due to heterogeneous nucleation as a dominant process for the crystallization 

of already present nuclie in as-grown state which may have acted as seed cyrstals, rather than 

conventional homogenous nucleation. Furthermore, utilizing the HiPIMS method resulted in 

formation of a better wetting of SiGe layer, which in turn reduces the free energy of change 

and thus the nucleation barrier. Additionally, the SiGe NCs are ~20 nm long (oriented 

perpendicular to the SiGe film) and ~7 – 8 nm large. In fact, we have not classical core-shell 

NCs, but a Ge-rich Si1-xGex core surrounded by a shell of crystalline Si in amorphous SiGeO, 

making them more interesting. During the crystallization process (NCs formation) we have a 
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self-organization (self-assembling) of the SiGe nuclei due to the stress field developed in the 

film. This is the anticipated reason for the periodicity (quite equal distances between) of SiGe 

NCs. The crystallization process during annealing develops a stress field in the SiGe film 

plane that is the key factor for obtaining equidistant / quasiperiodic SiGe NCs arrangement. 

The SiGe NCs are stress-free in the normal direction on the film and show no internal defect. 
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