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Marjan Ilkov

November 2015

Abstract

Space-charge limited emission in vacuum microdiodes can go through transverse
modulation under certain conditions. The frequency of this modulated current is in
the terahertz band and it can be tuned by changing either the the gap spacing or the
gap voltage of the diode. Doing the latter is the preferred mode of operation dur-
ing the simulations which we did. As the power of such diode radiators would be
very small, we coupled arrays of such diodes and showed that such an array, which
synchronizes itself, can give powerful enough radiation for practical usage. For the
emission process, it was first assumed that electrons would be emitted with zero
initial velocity, as such an assumption is readily used in most emission calcula-
tions in the room temperature range. To further the research, we assumed non-zero
initial velocities for the photoemitted electrons and found that, although, not with-
out effect, the non-zero initial velocity does not significantly reduce the power of
the radiator. The spatial structure of the beams was examined as well. Finally, a
code for simulation of the space-charge effects in solar cells was tested, and al-
though at present no claims can be made about these effects, the code proved to be
a very good tool which replicated results from experiments and theory alike. Fur-
ther experimental research on the detection of space-charge limited currents and
the associated Coulomb oscillations is needed.
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Hreyfifræði rúm hleðsla í míkró díóðum

Marjan Ilkov

nóvember 2015

Útdráttur

Losun rafeinda frá díóðu í lofttæmi getur orðið fyrir láréttri mótun undir vissum
skilyrðum. Tíðnin á þessum mótaða straumi getur verið á terahertz tíðni sviðinu
og hægt er að stilla hana með því að breyta fjarlægð díóðu frá skauti og spennuni
þar á milli. Seinni kosturinn er ákjósanlegri og sá möguleiki rannsakaður hér með
tölvulíkani.
Aflið frá einni díóðu er frekar lítið og því eru mörgum díóðum raðað upp. Díóð-
unar samstilla sig og geta saman gefið frá sér nóg afl til að vera hagnýtanlegar. Í
losunar ferli rafeindana var fyrst gert ráð fyrir að þær hefðu engan upphafshraða.
Slík nálgun er oft gerð jafnavel við herbergishita. En til að ganga lengra gerðum
við ráð fyrir að upphafshraða fyrir rafeindirnar og fundum að hann minnkar ekki
mikið aflið. Dreifing rafeinda geislans var líka skoðuð. Í lokinn var tölvulíkani
fyrir sólarrafhlöður notaður til að skoða áhrif hleðslanna á starfrækslu rafhlöðunn-
ar. Kóðinn reyndist vera ágæt tæki og gat hermt eftir niðurstöðum úr tilraunum og
svipuðum líkönum. Frekari rannsóknar er þörf á mettunar strauminn og Coulomb
sveiflunum í slíkum kerfum.
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Chapter 1

Introduction

Progress of science is unequivocally bound to progress in instrumentation. Whether it
is spectroscopy, communication, imaging or just pure physics, terahertz (THz) radiation
promises a big leap forward. This thesis is concerned with space-charge dynamics, primar-
ily with regard to generation of THz modulated beams.

Terahertz (1THz=1012Hz) radiation is an active field of research with applications in
communications, security screenings, molecular spectroscopy, medicine, and deep-space
research, to name a few examples [1], [2], [3], [4], [5], [6], [7], [8], [9]. Although there
is no unique definition for the term Terahertz radiation, it is commonly used to refer to the
frequency range from ∼100GHz (1GHz=109Hz) to ∼10THz [1]. It is also called submil-
limeter radiation as the wavelengths range from ∼1mm to ∼0.1mm. Terahertz radiation
is non-invasive, non-destructive and intrinsically safe. This makes it such a desirable and
new field that researchers around the globe are racing to find a practical source for it. Al-
though producing and detecting coherent terahertz radiation remains a major problem, the
lower part of the spectrum from 100GHz to 1000GHz is covered by inexpensive devices like
gyrotrons, backward-wave oscillators and resonant- diodes [10].

Terahertz is found between microwave (MW) and far-infrared radiation (FIR). It shares
some of the properties of both. Producing and measuring THz radiation is a problem for
solid state devices. At such frequency, the junction transit time is too long and transistors
and other devices based on electron transport can work in principle up to frequencies of
300GHz but in practice this limit is 50GHz. On the other hand, optical devices can produce
frequencies down to 30THz [11], [12], [5].

Figure 1.1: Electromagnetic spectrum and the terahertz gap [11]

Some of the applications of terahertz radiation follow.
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Use of THz radiation in the pharmaceutical industry can be found in inspection of tablet
integrity. Although there are ways of identifying faults in the tablet coating, these faults are
found after a batch is produced. A sample is taken and tested (usually destructively). With
THz imaging, this can be done real-time on-site. This can significantly cut production losses
[10].

THz spectroscopy is sensitive to inter- and intra-molecular vibrations and can be used as
means for molecular spectroscopy. With pulsed terahertz imaging, the 3D structure and the
folding process of proteins can be explored [13]. THz spectroscopy can reveal fast protein
kinetics in the femto-second time frame by showing the rearrangement of protein structure.

In the cosmetic industry, the moisturization of the skin (retention of water in the stratum
corneum) is of vital importance. THz radiation is strongly attenuated in water and can thus
be used to measure levels of water in the skin.

In dermatology, Basal Cell Carcinoma (BCC) is the most common form of skin cancer
worldwide in white population [14]. Terahertz pulse imaging (TPI) is a non-invasive tech-
nique from this frequency region. The wavelength of THz radiation is much larger than the
tissue structures and thus it is negligibly scattered [15]. With TPI, both amplitude and phase
can be obtained from which absorption and refractive index can be inferred. TPI may be
able to show type and 3D image of such tumors.

In dentistry, if decay is detected early enough, drilling into the cavities becomes un-
necessary as fissure sealing and remineralization can fix the problem. THz imaging can
distinguish between different kinds of tissue thus exposing the early stage cavity [10].

1.1 Sources of THz radiation

It has by now become obvious that the development of practical, table-top room-temperature,
devices for production and measurement of THz radiation is of paramount importance.
There are a couple of main streams through which the scientific community is trying to
achieve the aforementioned goals.

1.1.1 Optical Sources

Among the most successful THz sources are quantum-cascade lasers (QCL) [5],[7]. QCL
have some limitations however. They must be cryogenically cooled and are limited to pro-
ducing 100‘s of milliwatts of THz radiation. Representative parameters show a frequency
range of 0.84 - 5.0 THz, a maximum operating temperature of 169 K for pulsed radiation
and 117 K for continuous wave (CW), while maximum power is 250 mW for pulsed and
130 mW for CW radiation [7].

1.1.2 Vacuum Electronic Devices (VED)

Vacuum microelectronic devices or in some sources free electron based sources, can be
used as sources of gigahertz or even terahertz radiation. Examples of such devices used are
microtriodes [16],[17], nanoklystrons [18] and travelling wave tubes [19]. Most of these de-
vices rely upon field emission for their operation, although photoemission could be used for
cold cathode emission. For electrons emitted from metal surfaces into free space, the current
emitted at the low current regime is said to be source-limited. Such emission can be divided
into three groups, namely, thermionic emission, photo-emission and field emission. These
three emission mechanism are described by the Richardson-Laue-Dushman (RLD) law [20],
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the Fowler-Nordheim (FN) law [21] and the Fowler-Dubridge (FD) law [22],[23],[24]. An
overview of the three is given by Jensen [25] and also a generalized emission model for
the three emission mechanisms [26]. The other regime is the source-unlimited where space
charge effects come forwards. Space-charge limited flow in a diode has been a subject of
investigation for over a century. Nonetheless this field of research remains quite fertile in
terms of interesting results. The past fifteen years have seen considerable work on extend-
ing the classical Child-Langmuir law [27], e.g. for very small structures [28], [29], [30];
finite emitter area and pulse length [31], [32], [33]; space-charge limited field emission [34],
[35],[36]; as well as development of novel scaling laws and investigations into the nature of
space-charge limited flow [37], [38], [39], [40].

Due to the inherent superiority of VED to solid state devices for producing high-power at
high frequency [41],[42] it is natural to pursue that avenue in search of efficient, high-power
THz sources. However, it should be noted that the high power VED devices are both ex-
tremely large and expensive [3],[4]. Nonetheless, with the advent of modern manufacturing
techniques there is the promise of devising compact VED THz sources that are superior to
solid state devices and QCL [4], [41], [43], [44], [19], [45].

Recent simulations of nanoscale vacuum diodes have indicated a mechanism for bunch-
ing of the beam from the cathode with a frequency corresponding to THz [46]. The mecha-
nism is based upon copious photoemission from a cold cathode, where the injected current
is much greater than the space charge limit [47], [32],[30],[31],[27], [38]. Electrons are
emitted from the cathode at a high rate until their density is such that they inhibit further
emission. As this bunch of electrons is accelerated away from the cathode the effect of its
space-charge field at the cathode diminishes to a point where the orientation of the surface
field at the cathode becomes favorable and emission resumes, resulting in the formation of
a new bunch. Similar results were observed experimentally [48].

For suitable diode dimensions (of the order of 1 µm), emitter area (scale length on the
order of 100 nm), and potential difference applied to the diode (the order of 1V) it is possible
to generate a continuous stream of electron bunches which arrive at the anode with intervals
corresponding to THz frequency. The frequency is determined by the vacuum electric field
in the diode, and the radius of the emitting area on the cathode [49]. This mechanism
is a many-electron version of the well known Coulomb blockade familiar in single electron
transport in nanosystems. The THz oscillation has, in fact, been shown to occur for Coulomb
blockade in single electron emitters [40].

1.2 The Child-Langmuir Law

As the current grows in a diode, space charge effects become more important. The charge in
front of the cathode creates a field opposing further emission of electrons. This is known as
space-charge limited (SCL) regime where the current drawn from an emitter is the maximum
possible to be transported across in a steady state one-dimensional (1D) gap. For such a 1D
gap of spacing, D, and dc voltage across it, V , the 1D classical Child-Langmuir law is

I =
4ǫ0
9

√

2e

m

V 3/2

D2
(1.1)

where ǫ0 is the vacuum permittivity, e is the electron charge and m is the electron mass. We
will first derive the Child-Langmuir Limit. The kinetic energy of an electron would be

1

2
mv2 = eV (1.2)
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Figure 1.2: The Child-Langmuir law for a representative set of parameters: D up to 500 µm
and V = 4 V

where v is the electrons speed and the current is I = ρv, ρ being the charge density. Finally
the Poisson equation states

∇2V =
ρ

ǫ0
(1.3)

From 1.2 we get v =
√

2eV/m and from conservation of current follows ρ = I/v =

I
√

m/2eV . In the 1D case, 1.3 becomes

d2V

dx2
=

ρ

ǫ0
(1.4)

Using

d

(

dV

dx

)2

= 2
dV

dx

d2V

dx2
dx (1.5)

We get

d

(

dV

dx

)2

= 2
d2V

dx2
dV = 2

ρ

ǫ0
dV = 2

I

ǫ0

√

m

2eV
dV (1.6)

After integration
(

dV

dx

)2

=
4I

ǫ0
√

2e/m
V 1/2 (1.7)

One more integration where for x we integrate from 0 to D (the gap spacing) we get the well
known Child-Langmuir Law

I =
4ǫ0
9

√

2e

m

V 3/2

D2
(1.8)

For one of the most used variable configurations in this thesis, D up to 500 µm and V = 4
V, the space-charge limited current density looks like Fig. 1.2

The analysis of the Child-Langmuir law has been extended to include two-dimensional
(2D) geometry [32] , quantum effects [50], the Coulomb blockade regime [30], limited
emission area [51], [32] and finite pulse length [31]. These improvements have been done to
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explore the onset of space-charge limited current while our work has been mostly after this
regime has been established.
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Chapter 2

Computational Methodology

This PhD project shows the work done on investigating a possible THz radiation source
through simulations. The source is meant to be with size of the order of < 1µm. Such
a device would operate with a small number of electrons (ne ∼ 1000e−). The electron
bunching mechanism through which THz modulated beams are created is explained in detail
in chapter 3. In this chapter we present the two most common simulation methods in the
plasma physics community and we explain why we chose to use the molecular dynamics
method.

2.1 Particle-in-Cell (PIC) methodology

The physical representation of the material world consists of evaluating the interaction be-
tween matter elements through force fields. Such interaction can be represented, and out-
comes calculated, through simulations done on a computer. One way of such representation
is the Particle-In-Cell (PIC) method. This method is used frequently by the plasma physics
community due to its ability to simulate systems consisting of very large number of particles.

If we label each particle with a number i, then its position will be xi and its velocity vi.
There are 2n variables for n dimensions, so in our case 6 variables for 3D system. These
property variables are enough to calculate the force exerted on the particle.

Fi = qiEi(xi) + vi ×Bi(xi) (2.1)

Naturally, q is the particle charge and Ei(xi) and Bi(xi) are the electric and magnetic
fields at the particle’s position respectively. The fields are calculated through Maxwell’s
equations.

∇ ·E =
ρ

ǫ0
∇ ·B = 0

∇×E = −∂B

∂t

∇×B = µ0J + µ0ǫ0
∂E

∂t
(2.2)

If we consider a system with very few particles, a test particle will be affected by the
overall mean field from all the other particles, but its movement will be mostly due to close
proximity interactions with other single particles. Only close particles have effect since the
forces decay very fast with increasing distance. This will create a jumpy trajectory of the
test particle and this system is called strongly coupled.
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The opposite situation occurs when the number of particles in the system is large and
the test particle is found in virtually continuous environment of other charges. It’s trajectory
will be smooth. This is called weakly coupled system.

To put it in more concise form, ND is the number of particles in a box with a side of
Debye length, λD and the density of particles in the box is n.

ND = nλD (2.3)

Each particle occupies space Vi = n−1 and from here the average inter particle distance
can be calculated as a = V

1/3
i . The potential electrostatic energy for a particle can be

calculated as Epot = q2

4πǫ0a
and the kinetic thermal energy is in the order of Eth = kBT ,

where kB is the Boltzmann constant. Debye length is λD =
√

ǫ0kBT
ne2

and so, the plasma
coupling parameter, Λ we define as

Λ =
Eth

Epot
=

4πǫ0kBT

q2n1/3
= 4πN

1/3
D (2.4)

This relation shines new light on the weakly and strongly coupled systems’ definitions. If
the number of particles in a Debye box is very large the thermal energy exceeds by far the
potential energy and Λ is large, thus the system is weakly coupled. On the other side, if the
number of particles in the Debye box is small, the potential energy is larger than the thermal
energy, Λ is small and we are talking about a strongly coupled system.

For simulation of weakly coupled systems collective clouds of particles are used instead
of single particles. This can reduce the number of simulated particles greatly, yet realisti-
cally simulate the behavior of a large number of real particles. Although these clouds are
collective entities, the charge to mass ratio stays the same as in individual particles. When
two clouds are far away they interact through Coulomb interaction as any two individual
particles would (fig 2.1a). As they start to overlap, the overlapping region gets neutralized
(fig 2.1b) thus eliminating a key element that is very important to us - collisions.

(a) (b)

Figure 2.1: PIC squares before and after overlap. Checkered area represents the overlap.

This same statement can be seen in fig. 2.2. There it can be seen that as the elements
are far away, the weakly and strongly coupled simulated systems act the same and the force
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between them is the same. As they start to come closer together, the particle-particle interac-
tion force grows into singularity, while the cloud-cloud force starts to decrease and reaches
zero at perfect overlap.

Figure 2.2: PIC versus MD as given in Dawson (1983) [52]

2.2 Molecular Dynamics (MD) methodology

The molecular dynamics method uses the particle-particle interaction to calculate the force
between each and every one of the particles. It is a numerical scheme to solve the funda-
mental Newton’s equations of motion. This method is computationally very expensive as
the number of computations rises with O(n2), but on the other hand this method gives re-
sults with higher fidelity and most importantly for us - collisions are included. One other
reason why we chose to use the MD over PIC was the fact that our system contains in the
order of hundreds of electrons, which, although requires long computational times, is ob-
tainable. MD simulations are being used in many atomic and molecular systems, in solid
state physics, biology, plasma physics etc.
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2.3 Particulars of our MD simulation

The system under study is a parallel plate vacuum microdiode of infinite area. However,
electrons are only emitted from a circular disk on the surface of the cathode with the radius
RE . In a Cartesian coordinate system the normal direction on the cathode and on the anode
is the z axis, the two electrodes being located at z = 0 and z = D respectively. Note that
D is also the gap spacing. It is assumed that there is an infinite supply of electrons present
inside the cathode, beneath the cathode-vacuum interface, ready to be injected into the gap
if the surface electric field is favorable (i. e. with a negative z component, leading to acceler-
ation of the electrons away from the cathode, towards the anode). Thus, emission can never
be source-limited. Furthermore,in the initial investigations it was assumed that the electrons
are emitted with negligible velocity and that they are point-like. The dynamical behavior of
the electrons is obtained by applying the molecular-dynamics method. The repulsive inter-
actions between electrons present in the gap are modeled using an exact Coloumb potential
for point charges. To drive the electrons from the cathode to the anode an external field
is applied by setting the potential across the diode as Vg. The time is discretized in small
intervals ∆t. An iteration in the simulation is carried out in three stages: A) Emission, B)
Particle advancement and C) Absorption. We will now describe each component briefly.

2.3.1 Emission

If not otherwise stated, all and any emission processes described in this thesis, up to chapter
5 are performed with zero initial velocity, v0 = 0. Particle emission is carried out using
a Monte Carlo approach. In each time-step electrons are injected at random positions on
the cathode surface. The injection is automatically suppressed when space-charge limited
conditions are reached, namely when there is no spot on the cathode where the total electric
field (which is the sum of the field created by the applied voltage and of the field created
by the electrons present in the gap) is oriented in the negative z direction, so that it cannot
transfer more electrons into the gap. The computational method is the following: A random
point, p1 = (x1, y1, 0), on the surface of the cathode within the emitter region x2+ y2 < R2

E

is selected. To determine if this point is blocked by the present space-charge distribution
a test is done. This test relies on the z-component of the accelerating field calculated at a
point, p1α = (x1, y1,−h/2), immediately below p1, by adding the contribution from the
applied vacuum field and the field from each of the N electrons already present in the diode
gap. If the electric field at p1α is favorable, then an electron is placed at the point, p1α =
(x1, y1, h/2), which is directly above p1α but separated by a distance of h. Thus the number
of electrons in the gap becomes N + 1. In our simulations we give h the value of 2nm. The
implications of picking this value will be discussed later. If the field at p1α is not favorable
then no placement of an electron occurs and a failure of injection is registered. The next
step is to pick another point, p2 = (x2, y2, 0), in the same random manner. Subsequently,
the z-component of the electric field is calculated at p2α = (x2, y2,−h/2). If the field is
favorable for emission at that point an electron is placed at p2β = (x2, y2, h/2), the number
of electrons in the gap is increased by one, and we carry on picking points of emission
at random. Similarly, if the field is unfavorable we place no electron, register a failure of
injection and move on to pick another point. However, if there is a failure to inject in 100
consecutive attempts, we deem that space-charge limited conditions have been reached and
cease trying to place more electrons. At this juncture the simulation moves on to the next
step which is particle advancement.
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2.3.2 Advancement

At a given time, t = ti = i×∆t, there are Ne particles in the gap. Here ∆t is the time step,
which is equal to 1fs in our simulations. The position of a particle at this time is given by
rni = (xni, yni, zni), where n ranges from 1 to Ne. The force acting upon the particle at this
time is Fni = (Fxni, Fyni, Fzni), and is the sum of the force due to the applied vacuum field
and the respective electrostatic force between electron n and all the other Ne − 1 electrons
as calculated from their positions at time ti. We then determine the location for that particle
at time ti + 1 = ti +∆t using the Störmer-Verlet method [53], [54], [55]

xn(i+1) = 2xni − xn(i−1) +
Fxni

m
(∆t)2 (2.5)

where m is the mass of the electron. The same method is used to calculate yn(i+1) and
zn(i+1). For the electrons injected at time ti there is no defined position at time ti−1 and in
this case we use:

xn(i+1) = xni +
Fxni

2m
(∆t)2 (2.6)

The position of electrons are calculated in this manner as long as they are in the gap. Once
they cross the x-y plane at either z = 0 or z = D, corresponding to the cathode and anode
respectively, they are removed from the simulation. It is thus possible that a recently injected
electron is pushed back into the cathode due to the evolving electrostatic field created by the
space-charge distribution. This kind of event is however rare, the regular case being the
propagation towards the anode.

2.3.3 Absorption

For the purpose of this study, the interest lies in examining the number of electrons emitted
from the cathode and absorbed by the anode as a function of time. At each time step the
number of particles emitted at the cathode and absorbed at the anode is recorded. The
frequency of absorption at the cathode is negligible compared to emission and absorption
at the anode. Due to the discrete time step there is an inherent graininess in the absorption
profile. In addition there is also the question of the immediacy of electron absorption, i.e.
how well one may specify when an electron is absorbed. Consider an electron at the anode.
Its kinetic energy is equal to the applied potential, and the corresponding deBroglie length
is given by

λe =
h√

2meVg

(2.7)

where h is Planck‘s constant, m the mass of the electron as before, e the elementary charge
and Vg the applied potential. Near the anode, the velocity of the electron is close to its
terminal velocity and one can easily estimate the time that it takes an electron, drifting at
this velocity, to travel one deBroglie length. Let us call that time, te, then we have:

te =
h

2eVg
(2.8)

For instance, if Vg = 1V we have te ≈ 2fs. To alleviate the discrete character of the simula-
tion we incorporate a procedure after gathering the absorption data, whereby the charge of
each electron is spread through time using a Gaussian filter. To wit, if T = [T1, ..., TP ] is a
record of all the times an absorption event takes place in a given run of the simulation, then
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the Gaussian filter is applied to give a continuous function I(t) which describes the current
at the anode at any time:

I(t) =
e√
2πσ

p
∑

k=1

exp
[

− (t− Tk)
2 /2σ2

]

(2.9)

where σ is the width of the filter and has units of time. In other words, this is convolution of
the signal with a Gaussian. The same type of smoothing can be used to define a continuous
current at the cathode. For the purpose of analysis the width of the filter should be picked so
that te < σ << T , where T is a characteristic time describing the interval between bunches
in the beam. A larger value of σ yields smoother current profiles and will also act as a high
frequency filter in spectral analysis.
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Chapter 3

Electron Beam Bunching

Initially, computer simulations were performed with zero initial velocity to explore the ef-
fects of the vacuum field Eg on the frequency of the emitted current. Later on, we expanded
our inquiry onto multiple diodes and synchronization, as well as including non zero initial
velocity of the electrons. Firstly, we start with the bunching and frequency dependence on
the electric field.

3.1 Bunched current formation theory

In order to explain how the current in our diodes (Fig. 3.1) gets longitudinally modulated
we will use the paper by Pedersen et al. [46] which covers this subject extensively.

Eg

+-
Vg

Emitter Absorber

Figure 3.1: The device is a vacuum diode with a disk-shaped emitter on an infinite cathode
under a strong laser pulse. The electrons are extracted in bunches and are driven to the
absorber (anode) by the electric field E.
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The During one period of emission oscillation , the cathode goes through three phases:
(1A) Creation of charge sheet, which is basically an imagined 2D distribution of electrons,
(1B) Blockade of the cathode once the charge sheet has been fully created and (2) Reopening
of the cathode for further emission. Throughout this process the electric field is calculated at
every point on the emitter, namely, Etot,z = Eg−Esc,z. Here Etot,z is the z-field calculated at
the emitter, Eg is the vacuum field created by the potential difference between the anode and
cathode and Esc,z is the collective space-charge electric z-field. The process is shown in fig.
3.2. Once an electron is emitted, it is placed immediately after the cathode and thus it’s z-
component of the field has an area limited only in its closest proximity as in fig. 3.2-1A. This
area is not affected by all the other electrons yet. When the charge sheet is fully formed, and
the surface of the cathode is fully covered, electron emission stops (see fig. 3.2-1B). As the
charge sheet starts moving towards the anode, the influence region of each electron increases
because it depends not only on the distance of an electron from the emitter, but also from the
angle between the point in question on the emitter and the electron. The further the charge
sheet is, the electric field on the cathode starts to change from discrete to continuous. Once
a critical distance is covered, the cathode reopens for emission, fig 3.2-2. A new charge
sheet is formed and the whole process starts again. A simple toy model analytical solution
for these oscillations follows. A charge sheet of radius R is created and it is accelerated by
an external field Eg. It’s distance from the cathode is denoted by z. The field created in the
center of the cathode due to the sheet will simply be

Esc,z = E0

(

1− z√
z2 +R2

)

(3.1)

where E0 = σ/2ǫ0 and σ = −Ne/πR2 is the charge density created by a sheet of
N uniformly distributed electrons, assuming homogeneity and continuous distribution of
charge. For the z-component of the total field to become zero in the center of the cathode,
the sheet needs to have traveled a distance of

z0 = R
(1− Eg/E0)

√

1− (1− Eg/E0)
2

(3.2)

Under the assumption that the acceleration a = eEg/m is constant, m being the electron

mass, then the time until Esc,z reaches zero will be t0 =
√

2mz0/eEg. The frequency is
simply f = 1/t0:

f =

√

eEg

2mR

[

1− (1− Eg/E0)
2
]1/4

(1−Eg/E0)
1/2

(3.3)

3.2 Bunched current simulation results

To explore the effects of the vacuum field Eg, simulations were run for 64 combinations of
applied potential and gap size, with a fixed circular emitting area of 250 nm radius. The val-
ues for the potential applied were Vg = [0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0] V and the values
for the gap size were D = [0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0]µm. Furthermore, 14 combi-
nations of Vg and D were inspected for an emitter area with a radius of 100 nm, and for
6 combinations of Vg and D when the emitter radius was decreased to 50 nm. The choice
of parameters was based on our previous work where a gap spacing of 1 µm and applied
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Figure 3.2: Diode Opening (taken from [46])

potential of 1 V with an emitter radius of 250 nm gave a frequency around 0.8 THz, indi-
cating that this was the regime of interest. Since this type of modulation does not appear
in large diodes we restricted our investigation to gaps smaller than 4 µm. For each combi-

Figure 3.3: Comparison of raw data showing number of electrons absorbed at anode per
iteration and current at anode obtained using Gaussian filter (dashed line). Gap spacing is
D = 500 nm and applied voltage of 1 V, while the Gaussian smoothing filter uses = 150 fs
and emitter radius is R = 250 nm.

nation, time series recording the number of electrons emitted at the cathode and absorbed
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at the anode were generated. Fourier analysis was carried out for both the raw time-series
and also for the conduction current at the electrodes determined by the above described
Gaussian filtering. From the resulting spectra the dominant frequency as well as the full-

Figure 3.4: Modulation frequency of the steady state current at the anode as a function of
applied vacuum field shown for 84 different combinations of gap size, applied potential and
emitter size. The solid line represents the frequency as described by Equation 5.3 fitted to the
data (dots) for RE = 250 nm. The dash-dotted line represents the fitted to the data (stars) for
RE = 100 nm. The dashed line represents the fitted to the data (crosses) for RE = 50 nm.

width-at-half-maximum (FWHM) of the corresponding spectral peak are defined and have
been determined. Figure 3.5. shows the frequency spectrum for the anode current in the
case of an applied voltage Vg = 1 V and gap spacing of D = 0.5µm for both unfiltered
and filtered data. As can be seen, the filtering process removes some of the high-frequency
components, but does not alter the main bunching frequency. We find that the dominant
frequency, which describes the bunching, is a simple function of the applied electric field.
This can be seen clearly in Figure 3.4. In fact, the relation between the frequency and the
applied field can be described by a simple power law:

f = A× Eα (3.4)

where f is the frequency measured in Hz, and E is the applied vacuum field measured in
V/m. The parameters A and α depend upon the size of the emitter, i.e. the radius of the
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Figure 3.5: Spectrum of raw data for electron absorption at anode (upper) and anode current
obtained using Gaussian filter (lower). The same parameters are used as in Figure 3.3.

circular are of emission on the cathode. Table 3.1 shows the values of the parameters A and
α for three inspected emitter radii.

Emitter radius [nm] A α

50 779× 106 0.539

100 326× 106 0.580

250 257× 106 0.575

Table 3.1: Magnitude of the parameters in Eq.3.4, f = A × Eα, for different values of the
radius of the emitting area

However, the width of the corresponding spectral peak is not so simply dependent on
the applied field. The normalized FWHM, defined as the FWHM of the peak divided by
the peak frequency, ranges from about 0.1 to 0.3, and is noticeably dependent on both the
applied potential and gap size, rather than being dependent solely on the applied field. We
come back to that in the final part on nonzero initial velocities where peak structure is looked
into more detail.
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The relation given in equation 5.3 shows a different scaling between frequency and field
strength from the E3/4 scaling predicted by the toy model that was originally used to explain
the origin of space-charge modulation observed in the microdiode [46]. This difference can
be explained qualitatively by noting that in the toy model a rigid disk shape was used to
describe the bunches parallel to the emission plane, and more importantly only a single
bunch was assumed to be present in the diode gap at any time. With more than one bunch
in the gap, the trailing bunch(es) will be expected to experience a weaker accelerating field
and therefore a longer time to travel the sufficient distance from the cathode so that it may
reopen for emission. This results in a longer interval between emission cascades and, thus
in a lower frequency. The toy model also indicates that the frequency should rise with
diminishing emitter radius. This effect can be seen clearly in Figure 3.4. The simple power
law relation between the frequency and applied electric field, for fixed emitter areas, is a
new and useful result, as it implies that a microdiode could be used as an easily tunable
oscillator, and gives a quantitative means of predicting the frequency. Also, by selecting an
appropriate radius for the emitter area it is possible to set the frequency range available for
a given range of applied electric field strength.
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Chapter 4

Diode Arrays

Because until now, the modulation of the electron beams under investigation are persistent
and easily tunable in the THz range, simply by varying the DC potential applied to the diode,
it is tempting to examine the possibility of using it as a practical THz generator, either di-
rectly radiating or as a bunched electron source for a compact vacuum electronic amplifier.
However, the current from such a microdiode is typically around tens of microamperes for
an applied potential around 1V [49]. Thus, the expected power output from a single diode
would be quite small. Increasing the emitter area is not a satisfactory option to increase the
output power as the bunching frequency decreases, and the quality of the bunches degrades
with increasing emitter radius [49]. These considerations suggest the possibility of synchro-
nizing an array of emitters in order to generate a coherent signal of increased power and THz
frequency. In general, synchronization means adjustment of rhythms in self-sustained peri-
odic oscillators due to their weak interaction [56]. If two oscillators with the same frequency
synchronize, their instantaneous phase difference is zero. This would lead to strengthening
of the signal and increase power output. However, the individual frequencies are expected to
drop due to the interaction. Now we will look into the interaction of electron bunches from
emitter arrays for evidence of synchronization and understanding of the physical principle
behind it.

4.1 System model and simulation method

The system under consideration will be the same as before: cathode with RE = 150nm,
infinite anode and gap spacing of D = 500nm and voltage between them of Vg = 4V.
Before or after, if not otherwise stated, this configuration is to be considered. The number
and configuration of the emitting areas can be varied, but the size of each emitter and average
rate of photoemission for all of the emitters are the same. This is shown schematically in
figure 4.1. The important parameters are: the gap spacing of the diode, D, the potential
applied to the diode, Vg, the emitter radius, R, and the spacing between the center of adjacent
emitters, L. It is assumed that electrons are ejected from the emitter, via photoemission, at a
rate which is much greater than the space-charge limiting current. In other words, the current
is never source-limited but always space-charge limited. It is assumed that the emission
velocity is zero. This space-charge limit is inherently guaranteed by the algorithm used in
the simulation as will be described subsequently.
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R

Figure 4.1: Side view of the microdiode showing a cross section taken through the center of
two emitters with black dots representing electrons (left). Top view of the cathode showing
a four emitter array (middle). Top view of the cathode showing a two emitter array (right).

4.2 Relative phase and the coupling parameter

The relative phase is a good indicator of how well the periodic pulses released by the two
emitters are synchronized. In order to check the synchronization in our chaotic system we
use the following method [57]: During the simulation we monitor the electrons released by
each emitter. The total signal is just the sum of the two series of pulses produced by each
emitter separately. We will denote the signal from the first emitter as y1(t) and the signal of
the second emitter as y2(t). We will interpret the time variable t as an angular coordinate.
By taking the Hilbert transform of the first signal we get y1(t + τ). If the signal is purely
harmonic, τ would just be the signal shift of π/2. y1(t) and y1(t+τ) play the role of dynamic
conjugated variables, and they produce the phase space limit cycle of the signal from the first
emitter. From this limit cycle, the phase is easily extracted as φ1(t) = arctan

[

y1(t)
y1(t+τ)

]

. We

do the same to the second signal, and from there we extract φ2(t) = arctan
[

y2(t)
y2(t+τ)

]

[56].
φ1 and φ2 are the phases of the two chaotic oscillators due to the two emitters. If they

are identical throughout time (or if the difference between them is a multiple of 2π), it
would mean that the signals evolve in perfect synchronization. This is generally not the
case however, but if the difference between them is close to being a multiple of 2π they are
in near synchronization and add constructively. If the difference between the phases is an
odd multiple of π, they are anti-synchronized and add destructively. If the phase difference
moves freely without stopping either at a multiple of 2π or just an odd multiple of π they are
merely unsynchronized. Examples of these three situations can be seen in fig 4.2 (bottom).

It is useful to have some sort of measure of the influence of the space-charge coming
from one emitter on the surface field at the center of another emitter. We propose a coupling
parameter to serve this purpose. Consider two circular emitters located on the cathode of the
same planar diode, as shown in Fig. 4.1. The spacing between the centers of these emitters
is L, the gap spacing is D, and the gap voltage is Vg. Let Enm be the contribution to the
electric field normal to the cathode at the center of emitter m, due to the space-charge that
originates from emitter n. For example E21 is the contribution to the electric field normal to
the cathode at the center of emitter 1, due to the space-charge that originates from emitter
2. The coupling parameter can then be defined as C21 = E21/E11 or C12 = E12/E22. In a
symmetric system C12 = C21. Although an exact measure of this parameter is problematic
it can be readily estimated. If ρ1(x, y, z) is the charge density in the gap due to emitter 1,
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and we consider the situation where emitter 2 is turned off, then a reasonable approximation
is that the charge density inside the beam emanating from the emitter is solely a function
of position above the cathode, z, and that ρ1(x, y, z) = ρ1(z) = Kz−2/3, [32] where K is
a constant. From symmetry we anticipate that the same applies to the charge density from
emitter 2, when it is the only one emitting, i.e. ρ1(z) = ρ2(z) = ρ(z). Assuming this form
of charge density above either emitter, when they are both emitting, it is possible to estimate
the position of the center of charge, zc, above each emitter

zc =

D
∫

0
zρ(y)dz

D
∫

0
ρ(z)dz

=
D

4
. (4.1)

If Q is the total amount of charge present in the gap due to one emitter, then one can estimate
the coupling parameter, C, as

C ≈ Qzc/(z
2
c + L2)3/2

Q/z2c
=

1

(1 + 16ξ2)3/2
, (4.2)

where ξ = L/D. Although this parameter is not exact, it serves a valuable purpose in giving
a quantitative measure of the effect of the space-charge from one emitter compared to that
from an adjacent emitter. Interestingly, it is solely a function of the ratio L/D.

The reader will note that the coupling parameter has a maximum value of C = 1 when
ξ = 0, but drops off rather sharply. C = 0.5 for ξ ≈ 0.19, while C = 0.25 for ξ ≈ 0.31,
C = 0.1 for ξ ≈ 0.48, and C varies asymptotically with 1/ξ3. This suggests that, in space-
charge limited flow, the surface electric field at a point is primarily affected by emission
from an area within some normalized radius, r/D, around that point. This observation is sup-
ported by the structure of the two-dimensional Child-Langmuir law [32], [27], [58] where
the normalized space-charge limited current density from an emitter of finite size scales as
1 + C1

S/D
+ C2

(S/D)2
where D is the diode gap spacing and S is the length scale of the emitter

area, i.e. the dependence is on the normalized length S/D and two-dimensional effects are
mostly important for smaller values of S/D.

4.3 Diode array analysis

We begin by examining a simple system of two emitters designed so as to keep the number
of electrons in the gap larger than one, but as close to one as possible. This setting cre-
ates dynamics similar to the Coulomb blockade-a phenomenon known in the single-electron
transport in quantum dots. To do this the radius of each emitter is set at 1 nm, the gap
spacing is set at 18 nm, while the gap voltage, Vg, ranges from 0-300 mV, and the spacing
between emitter centers, L, ranges from 0-90 nm (ξ ranges from 0-5). The next step is to
systematically vary Vg and L, and record the phase difference between absorption, at the
anode, of the k-th electron from the first emitter and absorption of the k-th electron from the
second emitter.

Figure 4.2 shows results of this investigation. Referring to the top part of figure 4.2,
the white area shows combinations of L and D where no synchronization takes place or
the electrons are in anti-phase, the green color indicates a region where synchronization is
persistent, and the red area a transition region where synchronization drops in and out. The
colored regions are separated according to the mean of the phase difference µ and its stan-
dard deviation σ. Inside the green region both are small, i. e. 0 < µ, σ < 0.1. Transition
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Figure 4.2: (Top) Synchronization region shaded green (or light grey in monochrome print),
transition region in red (or dark grey in monochrome print) and the white region is the one
where no synchronization is evident. (Bottom) The time delay diagram for each labeled
point in the synchronization region and outside of it. The axes on each plot are: x-axis is the
time given in time steps, y-axis is the delay given in number of emissions. In the beginning
all diodes start with 200 time steps difference between each emitter.

happens where the mean is still small, 0 < µ < 0.1, but the standard deviation is large, i.
e. σ >> 0.1. This is also called near synchronization region. Nonsynchronous behavior
is characterized by large values for both, i. e. µ, σ >> 0.1. The apparent sharpness of the
boundaries is due to the limited number of points sampled. The bottom part of figure 4.2
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shows examples of the development of the phase as a function of time for selected combina-
tions of L and Vg. In these nine plots, the labels on the axes are the same: the x-axis shows
the time given in time-steps from the beginning of the simulation and the y-axis depicts the
interval between two successive arrivals from separate emitters. This means that the interval
is zero if they arrive simultaneously. If they are synchronized, arrival will be either at the
same time or at a multiple of the period, but this line should eventually become constant. If
it is not constant, this is a sign of nonsynchronous signals.

The vertical boundary between the green and white region to the left of the green region
is easily understood. This is simply an area where the applied voltage is too low to support
more than one electron at a time in the gap, hence one cannot speak of synchronization. The
horizontal boundary at L = 10 nm comes about because the close spacing of the emitters
leads to electrons released from them alternately and thus arriving at the anode in anti-phase.
The boundary at the top of the stable/transition regions is simply explained by the fact that
the emitters are placed so far apart that their coupling is too weak to lead to synchronization.
Loss of synchronization because of increasing gap voltage is not as clear cut, as evidenced
by the transition region to the right of the green colored area in figure 4.2. The reason for
this loss of synchronization is that at higher gap voltage, the number of electrons present in
the gap increase, and due to the small emitter size this corresponds to a rather high charge
density above the emitter. Thus mutual repulsion of the electrons disrupts the structure of
the „beamlets“ and leads to degradation of synchronization.

Next we examine systems where the emitter area, gap voltage and gap spacing are all
considerably larger, whereby emission occurs in electron bunches rather than as individual
electrons. This corresponds to the situation described in previous work [46], [49]. For
subsequent simulations the gap spacing is fixed at D = 500 nm, the gap voltage at Vg = 2
V, and emitter radius at R = 150 nm. The time-step used in the simulations is 0.25 fs. All
emitters are circular and flat.

When two emitters are synchronized, then their phases will change approximately to-
gether [57], thus the phase difference between them stay approximately constant, either as
an even multiple of π for constructive synchronization, or an odd multiple of π for de-
structive synchronization. Transitions in phase difference between multiples of π, known as
phase slips, may occur sporadically. In figure 4.3 the relative phase between current from a
pair of emitters is shown for different values of the emitter spacing, L, ranging from 300nm,
when the emitters are just touching, to 400 nm. For L < 340 nm the synchronization is
persistent, and mostly without phase slippage. At L = 340 nm phase slippage occurs twice,
and we note that during the time interval from roughly 2−4×105 time-steps (50-200 fs) the
emitters are synchronized in anti-phase leading to destructive interference. For L > 340 nm
the phase difference starts to fluctuate slowly, resulting in non-persistent synchronization.

The reader is now referred to figure 4.4. Closer examination, of the case where the two
emitters are separated by L = 400 nm, is instructive. For the first 20 fs of the run, only one
emitter is switched on. At that time emission from the other emitter is allowed to commence,
and for the duration of the simulation both emitters are active.

In figure 4.4a the frequency spectrum for the entire signal can be seen. This includes a
prominent peak at a frequency somewhat below 2 THz, and a small peak adjacent to it at a
slightly higher frequency. The smaller peak is due to the portion of the signal when only one
emitter was active for the first 20 fs. The drop in frequency is in accordance with theoretical
considerations [46] and empirical evidence [49] that the bunching frequency should drop
with increasing emitter area. Further discussion of this point will be made later.

In figure 4.4b a spectrogram for the same signal is shown. One may easily see the drop in
frequency, and transient broadening of the spectrum, as the second emitter is turned on. Also
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Figure 4.3: The phase difference between the signals from the two emitters. The numbers
next to each curve show the distance between emitters’ centers. There are clear "jumps"
in the phase difference called phase slips which occur when the coupling between emitters
becomes weak.

apparent is how the high frequency peak is eroded as the synchronization slips into anti-
phase, or destructive interference, around 60-70ps and towards the end of the simulation.
The erosion in the signal can be seen as decrease in the spectrogram during the mentioned
time period. It can also be seen as a decrease in amplitude of the signal in the time domain
in figure 4.4c and also as a phase difference close to the destructive π value in figure 4.4d.

In figure 4.4c the signal is shown in time domain. Apparent from this graph are the
initial bursts of current as the emitters are turned on one after the other. These bursts happen
because, initially, the electrons are being injected into an empty (or almost empty, in the case
of the second emitter) diode gap with no space-charge to inhibit them. The strength of the
synchronization shows up in the envelope of the signal oscillation and, by comparison with
figure 4.4d, it is clear that the oscillation is strongest when the two emitters are in phase and
weakest when they are in anti-phase.

We now turn our attention to the frequency of the total signal coming from multiple
emitters. As previously stated, it is known that the frequency from a single circular emitter
decreases with increasing emitter area, and we wish to see if the frequency of a signal from
synchronized emitters will have a frequency higher than that of a single emitter of the same
area. To test this we run a series of simulations where the frequency is measured as function
of the normalized center to center spacing ξ. This is done for a 1 × 2 array and for a 2 × 2
array. The results are shown in figure 4.5.

It is seen that when the emitters overlap completely, the frequency is the same as that
of a single emitter of radius R = 150 nm. For the 1 × 2 array it is clear that the frequency
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Figure 4.4: Compound picture showing (from top to bottom): a) the signal in frequency
domain b) spectrogram of the signal c) signal in time domain, and d) relative phase (detailed
explanation in text)

decreases over the interval 0 < ξ < 0.6 due to the increased emission area. When ξ = 0.6
the emitters are barely touching, and as they are moved apart from each other they behave
increasingly like independent emitters. Thus, the frequency is at the minimum with the
emitters just touching, the frequency grows as they are pulled apart. The reader should
note that the frequency of the signal from two separate emitters is always greater than the
frequency from a single emitter of the same area. A similar result can be seen for the 2× 2
emitter array. The minimum frequency is obtained as the four emitters are barely touching,
and the frequency from four separate emitters is always higher than that from on single
emitter of the same area. Additionally, it should be noted that the disparity in the frequency
between four emitters and a single emitter of the same area, is greater than the corresponding
disparity for the 1× 2 array. This may indicate better coupling in the larger array. It should
also be noted that the frequency is very consistent over multiple runs using fixed parameters,
hence error bars have been omitted.

A similar investigation is done for the power of the THz signal. For each parameter
combination 10 runs of the code are performed and the power is calculated. Figure 6 shows
the normalized power of the signal from a 1 × 2 array as a function of the normalized
separation. The power of the signal from completely overlapping emitters is one fourth of
the maximum power (when the two emitters are barely touching). It can also be seen that
power increases monotonically with increasing emitter area (i.e. in the interval 0 < ξ < 0.6).
As the emitters are pulled apart two items of interest can be observed. First, the total power
decreases. Second, the variance in measured power output, from the 10 different runs for
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Figure 4.5: Frequency dependence on the normalized center to center distance ξ. The gap
voltage is Vg = 2V, gap spacing is D = 500 nm, and emitter radius is R = 150 nm. For
ξ < 0.6 the emitters overlap and for ξ = 0 one emitter is completely superimposed upon
the other. Blue circles show the frequency of the signal from the 2 × 2 array, the top solid
line indicates the frequency from a single emitter of radius R = 150 nm. The middle dotted
line is the frequency from a single emitter of radius R = 212 nm. The red circles show the
frequency from a 1 × 2 array and the bottom solid line shows the frequency from a single
emitter of radius R = 300 nm.

each parameter set, increases. This means that the coherence of the signal diminishes quite
rapidly with separation beyond touching.

Let us now consider N sinusoidal signals of equal magnitude and phase, but varying
frequency: ik = sin(ωt + fk) for k = 1 to N . These signals are added together to form a

compound signal is =
N
∑

k=1
ik. If we let P denote the time-averaged power of signal ik (for

k = 1, 2, ..., N) and Ps denote the time-averaged power of the compound signal, then one
can readily see that

Ps =
ω

2π

∫ 2π/ω

0
i2sdt = NP + 2P

∑

r 6=s

cos(φr − φs), (4.3)

where the sum is taken over all (N2 − N)/2 possible combinations of r 6= s with r and
s taking integer values from 1 to N . The highest achievable value for Ps, if all signals are
in phase, is N2P and the power averaged over a uniform distribution of oscillator phases,
fk, is NP . For the special case of N = 2, we see that Ps can range from 0 to 4P with a
value of 2P when averaged over phase difference between the signals. From figure 4.6 it
can be seen that the average power from two separate emitters tends to cluster around twice
the power from a single emitter, and that the variance also increases as the separation grows.
Additionally a signal, g(t), from one emitter is generated a time shifted signal, g(t − τ),
produced from it. From this, a compound signal G(t; τ) = g(t) + g(t − τ) is constructed.
Hence, the power carried by G(t; τ) can be calculated and averaged over τ . This average
power is shown open circles in figure 4.6, and matches the expected value of twice the power
from one emitter quite well.
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Figure 4.6: (Two emitters) After performing the Fourier transform of the total signal, we
take a region centered around the main frequency peak and take the integral under the curve.
This gives us the power of the signal in this region. The power of the signal in this region
is actually the power that we would be extracting from the device. As the emitters are
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coincidentally the same as the average power of two uncorrelated signals (full pink).
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Figure 4.7: (Four emitters) Power of 2 × 2 array. The red full line represents the power of
one emitter with identical area as four single emitters of R=150 nm.

Also shown in figure 4.6 is the power from a single emitter of the same area as the two
separate emitters. One may observe that this power is slightly less than the peak power
obtained with two emitters barely touching.

The results shown in figures 4.5 and 4.6 also show the the short range effects of coupling.
At ξ = 0.6 the emitting disks are touching and synchronized. For ξ = 0.8 the normalized
distance between the disk edges is 0.2 and synchronization between them has been lost.
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Figure 4.7 shows how the power is affected by the emitter separation, ξ, in a 2× 2 array
of emitters. Each emitter has a radius of 150nm. It is apparent that the 2 × 2 array shares
similar characteristics with the 1× 2 array with the relative power increasing as the overlap
decreases. However, in this case the peak power occurs at ξ = 0.5 rather than ξ = 0.6 as
before, and does not match the power output of a circular emitter of 300nm radius. As in
figure 4.6 we can see that for x > 0.7 phase synchronization seems to vanish as the power
distribution is more similar to what would be expected from four independent emitters.

4.4 Summary of results obtained for emitter arrays

Previously we have shown that, under certain conditions, space-charge limited current from
an emitter of limited area in a planar microdiode, will spontaneously form bunches so that
the beam current is modulated with a frequency in the THz regime. The frequency is de-
pendent on the applied field with which it grows according to a power law, and also upon
the size of the emitter, with the frequency decreasing as the emitter area increases [49].
We have now shown that the current from individual emitters can synchronize via Coulomb
interaction, if the emitters are not too far apart.

For a given applied field and total emitter area, the frequency of the synchronized system
depends on the spacing between the emitters, but is greater than the frequency from a single
emitter in all cases. The power coming from two circular emitters, that are barely touching,
is shown to slightly exceed the power from a single emitter of the same total area. However,
the average power from the emitter pair drops off rapidly as the distance between them is
increased, settling around a value that corresponds to the average power from the sum of two
sinusoidal currents with the same frequency but randomized phase difference. This indicates
that frequency locking is much more persistent than phase locking.

Similar results are observed for the 2×2 array, although the gain in power is not the same
as for the 1×2 array. On the other hand the 2×2 array shows better frequency characteristics
than the 1 × 2 array in the sense that it is proportionally higher than the frequency from a
circular emitter of the same area as the array.

We also show that for a simple system consisting of electrons coming from two point
emitters a certain parameter range, in terms of applied field and spacing between emitters,
leads to synchronization. In other words, a „sweet-spot“ for synchronization exists.

The reader should note that in these simulations the we make the assumption of zero
initial velocity of the electrons. This is a significant approximation when compared to the
gap voltage of the diode, which is of the order 1 V. Rudimentary investigations show that a
spread in initial emission energy corresponding to 1% of the energy at the anode is allowable
for formation of space-charge induced bunches [49].

Our simulations show that it is possible to extract more power, at a higher frequency,
from an array of emitters than would be possible from a single emitter of the same total
area. To examine how this effect may be optimized, and how it applies to large arrays, is
beyond the scope of this work but should be examined in future work both via simulation
and experiment. Examination of stronger coupling mechanisms than the simple Coulomb
interaction also merit further investigation.

We can see from several angles that producing THz radiation with the proposed devices
is viable. Such a device would be tunable within a certain range depending on the radius
of the emitters. Synchronization of several of such emitters is possible to achieve coherent
radiation as a sum of all, but the inherent stochastic character of the emitters adds a fair
amount of noise and thus making such a system limited to less than ∼10 emitters. Although
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this cannot increase the output power significantly, it can still bring it into the mW region,
which might be useful for research applications or just as proof-of-concept. This device
would have all emitters synchronize with each other and none would be more important
than any other.

Another idea for future work might be having such emitters synchronize through the fol-
lowing procedure. One emitter works independently and the created small voltage Vmaster is
fed into the gap voltage VG. This would create a small oscillation on top of the comparatively
very large VG. This altered gap voltage is then fed into an array of emitters similar to the
one before, except for the fact that they are separated from one another enough (ξ >> 1).
This would render them independent emitters. Such emitters would not be able to create
coherent radiation if it weren’t for the small kick supplied by the Vmaster. Due to it, even
noisy oscillators might be able to synchronize, of course within certain parameters. Such a
setup should be a part of future investigation.
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Chapter 5

Thermal Effects

5.1 Introduction

Although THz generation and applications [1], [4], [6], [8] are an interesting idea , there
is still a fundamental issue that needs to be addressed. Under what circumstances can one
expect to still see the time dependent structure intact? Two particular candidate causes for
degradation of the beamlets are: velocity spread (or emittance); and Coulomb forces causing
beamlets to expand and merge. We will now investigate the issue by looking in detail at
how diode gap spacing, applied potential and velocity spread of electrons emitted from the
cathode influence pulse formation and degradation.

5.2 Physical and simulation setup

The system under study is the infinite parallel plate vacuum diode, with gap spacing D,
sketched in Fig. 5.1. Emission from the cathode is restricted to a circular area of radius R =
150 nm. The voltage applied across the diode is the gap voltage, Vg, and it is kept constant
throughout one simulation. The vacuum field for a diode without any electrons in the gap is
Eg.

Our previous work [49] explores the THz oscillations in depth for an initial electron
velocity v0e = 0. In this chapter we consider non-zero initial velocities.

For the photoemission process [59], [60] we will divide the emission region into two
separate regions: metal and vacuum. The energy of electrons inside the metal corresponds
to the free electron gas and it is governed by the Fermi-Dirac statistics. The energy of the
vacuum state is EF + φeff , where EF is the Fermi energy and

φeff = φw − φS = φw − e

√

eEg

4πǫ0
. (5.1)

φw is the work function and φS is the Schottky work function and this is the height of the
photoemission potential barrier. The energy after emission is equal to E + h̄ω− φeff . If the
laser used for photoemission can be tuned such that h̄ω = φw, then the electron energy will
be distributed by the Maxwell-Boltzmann statistics [61]–[65]. The Fermi-Dirac distribution
is virtually identical to the Maxwell-Boltzmann distribution for energies higher than 1.005EF

at room temperature and this justifies using Maxwell-Boltzmann for the electron density of
states [63]. Also, the electrons available for emission come only from the highest energy
states. Our aim now is to try to model room temperature device, therefore the interest is in
the high temperature tail of the distributions.
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Figure 5.1: The device is a vacuum diode with a disk-shaped emitter on an infinite cathode
under a strong laser pulse. The electrons are extracted in bunches and are driven to the
absorber (anode) by the electric field E.

We consider the Maxwell-Boltzmann distribution of electron velocities at the emitter
surface, in the spatial direction i = {x, y, z},

fv(vi) =

√

m

2πkBT
exp

(

−mv2i
2kBT

)

, (5.2)

m being the mass of the electron, kB , the Boltzmann constant, and T , the temperature. The
velocities in the propagation direction, z, i. e. from left to right in Fig. 5.1, can only have
positive values, whereas those in the perpendicular directions x and y can take any numerical
value.

5.3 Results and analysis

We will now show the results in parameter space. The temperatures tested are T =0, 1, 2,
4, 8, 16, 32, 64, 128, 256, 300 K. They are shown on the horizontal axes in the following
figures. The gap spacing, i.e. the distance between emitter and absorber, has values D =
50, 100, 200, 400 nm, shown on the vertical axes. Each figure is made with a fixed value of
the electric field, Eg = 1, 2, 4, 8, 16, 32, 64, 128 MV/m.

For each combination of parameters we run six simulations. Each simulation is run for
2.5 × 105 time-steps which brings the total simulated time to ttot = 6.25 × 10−11 s. For
the systems with lowest frequencies (fmin ≈ 0.8 THz) we get ∼ 50 bunching events and for
the highest frequencies (fmax ≈ 2.2 THz) about 140 bunching events in total. We begin the
presentation with the averaged signal-to-noise ratio (SNR).
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Figure 5.2: The averaged signal-to-noise ratio, < SNR >.

5.4 Averaged signal-to-noise ratio, < SNR >

The results clearly show that a strong THz signal is carried by the current even if the initial
velocities correspond to room temperature. This is true only if the electric field is strong
enough. The algorithm for the calculation of the SNR uses unfiltered Fourier transform and
searches for the highest peak in a predetermined region. This region can be found through

f = A× Eα
g (5.3)

given in [49] where f is the frequency measured in Hz, and Eg is the applied vacuum field
measured in V/m. The parameters A and α depend on the size of the emitter, i.e. the radius
of the disk. Table 5.1 shows the values of the parameters A and α for three inspected emitter
radii.

If the spectrum contains higher harmonics, as it often does, the algorithm chooses only
the first harmonic for the analysis. Although higher harmonics can carry a significant portion
of the energy, keeping with the conservative nature of this research, only the first, and always
highest, peak is chosen.

The noise level is measured as an average noise away from the peaks. If the height of the
signal peak is As, and the average height of the noise is: An, then the signal-to-noise ratio
in decibel is SNR [dB] = 20 log10(As/An). From the plot for the average SNR in Fig. 5.2,
we can notice: For low vacuum fields, Eg < 8 MV/m, at low temperatures, T < 256 K, it
is evident that the signal quality is governed by the temperature, but not so much by the gap
spacing, since we can see that there is a spread of higher quality signals even for larger gaps
of D = 100− 200 nm. As the vacuum field increases above Eg = 8MV/m the higher signal
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Table 5.1: Magnitude of the parameters in Eq.5.3, f = A × Eα, for different values of the
radius of the emitting area

Emitter radius [nm] A α

50 779× 106 0.539

100 326× 106 0.580

250 257× 106 0.575

quality concentrates at the low gap spacing region, D < 200 nm. This is due to the fact
that as the vacuum field increases, so does the number of electrons per bunch. This creates
ever increasing intra-bunch forces due to the electron-electron repulsion and thus bunches
are destroyed before they can reach the anode.

5.5 Average number of electrons per bunch, < EPB >

Next we show the results for the average number of electrons per bunch < EPB > and the
average number of bunches in the gap, < BIG >. Interestingly, the BIG shows that signal
quality decreases with and increasing number of bunches in the gap. This basically means
that the THz signal is the strongest when BIG ≈ 1.

Figure 5.3: Average number of electrons per bunch, < EPB >.
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The number of electrons per bunch increases with increasing electric field due to the fact
that more electrons per bunch are needed to create field reversal at the emitter surface [46].
It also increases with decreasing the temperature, since the bunches have more definitive
structure and less smearing, Fig. 5.3. This creates robust and solid bunches which block the
cathode for a long time before another bunch is formed. As the temperature is increased,
bunch destruction begins much faster after formation. Because no real blockade on the
cathode is created, another bunch forms much sooner than it would happen at a lower tem-
perature. This might mean more bunches in the gap with increasing temperatures, as can
be seen in Fig. 5.4, but these bunches each have fewer electrons, and the current begins to
resemble a continuous stream.

Figure 5.4: Average number of bunches in the gap, < BIG >.

5.6 Average number of bunches in the gap, < BIG >

The number of bunches in the gap increases with increasing vacuum field, gap spacing, and
more subtly with temperature. As the vacuum field increases, the total number of electrons
in the gap also grows and this means more bunches in the gap. This comes from the simple
Child-Langmuir law [66]. Similarly, increasing gap spacing means more space and more
bunches can be accommodated into it. As the temperature increases, the initial velocity of
the electrons increases as well. This lowers the blocking potential from the charge already
present in the gap, the emission is facilitated, and the virtual cathode from the electrons
already present in the gap can be more easily overcome. If the temperature is low, all elec-
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trons exit the emitter with similar velocities and the bunch is more narrow in the direction of
propagation.

Figure 5.5: Average peak frequency, < f > [Hz]

5.7 Bunching frequency

It has been shown [49] that the current frequency depends only on the electric field for zero
emission velocity. That is why all the plots of Fig. 5.5 show roughly homogeneous color; the
frequency doesn’t change with changing temperature, nor gap spacing. As the temperature
increases, bunches begin to increase in size and to merge, and the SNR decreases. The first
harmonic in the Fourier spectrum, which is used to determine the frequency widens and that
is why there can be seen wider variations in color once the temperature and gap spacing are
very high.

The average number of electrons in the cathode-anode gap in Fig. 5.6 for every vacuum
field is obtained by taking the average of all of EIG for all temperatures and gap spacings for
the particular electric field. This number increases simply due to the increasing space-charge
limited current density given by the classical Child-Langmuir law [66]. On the same figure
we can see the average number of electrons per bunch, < EPB >. This was done as a way
to cross check our work with previous work [48].
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5.8 Conclusion regarding the effects of temperature

THz radiation with microdiodes where several bunches are present in the gap can be main-
tained only at low temperatures T < 10K. Although such temperatures are attainable, they
are impractical for real world operation. In this chapter we showed that if the number of
bunches in the system can be controlled to be close to one, the SNR significantly improves.
Such systems can have a signal with high SNR (> 25 dB) even at room temperature.

E [MV/m]

0 20 40 60 80 100 120

 <
E
IG

>

0

500

1000

1500

2000

2500

3000

3500

 <
E
P
B

>

0

200

400

600

800

1000

Figure 5.6: Average number of electrons in the cathode-anode gap, < EIG > (red circles)
and average number of electrons per bunch, < EPB > (blue squares).
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Chapter 6

Space Charge Effects in Solar Cells

During the research done on this PhD program one question arose with time. Namely, what
would be the consequences of the space-charge effects in a semiconductor material? For
example, in a solar cell. The in-house code was adapted for this purpose and it was tested in
various scenarios. In the following sections we describe the dynamic I-V characteristics of
a diode made of a semiconductor material in the presence of a photon flux which generates
electron-hole pairs. We obtain hysteretic I-V loops which are related to the space-charge
dynamics. The transient charge response determines a phase shift between a time periodic
applied voltage and the corresponding current passing through the diode. Two such scenarios
are presented in the following sections. The case of the silicon material, which is the most
commonly used for solar cells, and the case of a hybrid organic-inorganic material, i. e.
methylammonium - lead - halide (CH3NH3PbI3), which contains molecular dipoles.

6.1 Solar cell simulation - silicon case

This series of simulations is done on a silicon based solar cell. The main material parameters
are the effective masses of electrons and holes (m∗

e and m∗
h), their mobilities (µe and µh),

and the band gap (Eg). Other details like the crystal structure, defects, or impurities, are
included in these effective parameters. For the purpose of simulating the solar spectrum we
used Reference Solar Spectral Irradiance ASTM G173 shown in fig.6.1.

The solar cell consists of a rectangular parallelepiped (cuboid), Fig. 6.2, on which two
opposing sides separated by distance d are submitted to potential difference, Vc. From the
ASTM G173 solar spectrum the probability of incidence of photon is calculated. This pho-
ton has energy Eph. The band gap energy for silicon is Eg(Si) = 1.11 eV, and room tempera-
ture T = 302 K is assumed [68]. The photon strikes a random point inside the cuboid. If the
energy of the photon is smaller than the band gap energy, Eph < Eg, the photon just passes
through. Otherwise an electron-hole pair is created. The rest of the energy ∆E = Eph−Ebg

is proportionally divided among the electron and the hole. This gives them an initial velocity
voe for the electron and voh for the hole. These velocities are pointed in random directions
and have uniformly distributed velocities. Although this picture might not be entirely true
and additional photon-electron scattering effects could be included, for the first version of
the software the present approximations were considered sufficient.

As both charge carriers move, the photo-generated current i is calculated as

i =
1

d

(

∑

holes

evoh +
∑

electrons

−evoe

)

, (6.1)
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Figure 6.1: Reference Solar Spectral Irradiance ASTM G173 as given in [67]
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Figure 6.2: 3D structure of the solar cell simulation system. The photons are incident from
right to left, through the lateral surface, which is supposed to be a transparent electrode.

where it is assumed that the incident photons enter into the diode through the lateral surface
of the device as shown in Fig. 6.2. This is the Ramo-Shockley current [69], [70]. Once
an electron or a hole passes any of the sides of the cuboid it is absorbed and removed from
the simulation. Forces are calculated between each and every one of the charge carriers
(electrons and holes) according to the molecular dynamics method, as before. While in the
previous simulations the medium was vacuum, now it is a silicon lattice. In principle the
motion of the charge carriers is now restricted due to collisions with the Si lattice in thermal
vibrations or with impurities. In order to incorporate the collisions, instead of finding the
net vector of the force on each particle and then calculating the acceleration like before, the
velocity Verlet method has friction term included. That reduces the steady-state velocity to
the drift velocity vd = µEsc where Esc = Vc/d through the mobilities for electrons, µe, and
holes, µh, separately. In other words, the collisions are treated like friction. In addition to
these forces, the Coulomb forces between carriers create acceleration.
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The de Broglie wavelength is λ = h/p, h being the Planck constant and p, the parti-
cle’s momentum. The root mean square speed from the Maxwell-Boltzmann distribution is√
< v >2 =

√

3kBT
m∗

e

, which can be seen as an estimated electron velocity, p/m∗
e, and thus

λ =
h

√

3m∗
ekBT

. (6.2)

If an electron and a hole enter within distance λ of each other, then a check is made whether
there will be recombination. To do that firstly we calculate the reduced mass,

µ =
m∗

em
∗
h

m∗
e +m∗

h

, (6.3)

and then the difference in kinetic energy of the electron-hole pair and their binding energy

Eb = (m∗
e +m∗

h) v
2
cm − µe4

ǫ20h
2π2

, (6.4)

where vcm is the center of mass velocity of the electron-hole pair. If Eb < 0 it means that the
pair’s kinetic energy is larger than the binding energy and no recombination occurs. If the
opposite is true, a recombination occurs and both particles are removed from the simulation.
Although in a real case scenario the difference in energies will be given off as thermal energy,
in our simulation this is not done.

Figure 6.3: Preliminary results for thin film silicon solar cells compared with the SCAPS
software [71].

As an initial test, the results of our molecular dynamics simulations have been compared
to the results of the SCAPS (a Solar Cell Capacitance Simulator) code for a p-n silicon
junction of d = 10 microns. The SCAPS code solves self-consistently the drift-diffusion
equations for solar cells of up to six material layers [71]. A comparison of some preliminary
results can be seen in Fig. 6.3. The figure shows the current density as a function of applied
voltage obtained with SCAPS and with our molecular dynamics code [72].
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6.2 Inertial hysteresis

For further testing purposes the cell was connected to variable voltage and the dynamic I-V
characteristic was explored. A hysteresis of the current was expected due to the non-zero
masses of the carriers and also due to the space-charge distribution. The hysteresis is in fact
a phase shift between the voltage and the current.

The generic equation of motion of a particle of charge q, mass m, and mobility µ, in a
constant (uniform) electric field E is

mẍ = qE − q

µ
ẋ , (6.5)

where the last term corresponds to a friction force proportional to the velocity. Given the
initial position x0 and initial velocity v0 the equation is easily integrated. The solution for
the velocity can be written as

v(t) = v0e
−t/τ + µE

(

1− e−t/τ
)

, (6.6)

where τ = µm/q can be interpreted as the relaxation time for the velocity, i. e. the character-
istic time until the velocity reaches the steady-state value µE in a constant electric field. In
a time periodic electric field, E = E0 sin(ωt), with period T = 2π/ω, one expects a phase
shift between the current (essentially given by the velocity) and the voltage (field) corre-
sponding to ωτ . Using the effective masses of electrons and holes in silicon, m∗

e = 0.19m0

and m∗
h = 0.49m0, and their mobilities µe = 0.14 m2/Vs and µh = 0.045 m2/Vs, one

obtains τe = 0.15 ps an τh = 0.13 ps. Therefore a significant (or relevant) I-V hysteresis is
expected if the period of the time-periodic field is about 5-10 ps or lower, such that ωτ ∼ 0.1
rad.

We used a sinusoidal signal with period of 100 ps and variable amplitude with values of
Vc = 0.6, 5, 10, 20, 40 and 80 V. We can see the hysteresis in all plots of Fig. 6.4 although
with some differences from what one expects from the simple analysis shown above. The
I-V characteristic are in fact Lissajous figures. The horizontal lines should be interpreted as
numerical out-layers of the velocities of the carriers. As electron-hole pairs are created they
are assigned random velocities. If these velocities are very large they can create spikes in the
Ramo-Shockley current and that might be what we are seeing here. Further investigations
are to be done.

For the lowest voltage the obtained phase shift of about 0.4 rad, i. e. considerably larger
than the single-particle prediction. The reason is the effect of the charge distribution which
contributes to the total electric field acting on each carrier. The total field has itself a specific
time constant which is difficult to derive analytically due to the complex many-body aspects,
but it can be inferred from the numerical calculations. The typical number of electrons and
holes in the diode was of several hundreds.

For higher voltages more complicated loops can form. The reason is that with increasing
the voltage the higher harmonics of the current can be activated, i. e. the current becomes a
Fourier series like

i(t) =
∑

n≥1

in sin(nωt+ φn) , (6.7)

where the coefficients of higher harmonics in depend on the higher powers of the voltage
amplitude, i. e. the nonlinear effects become important. At the same time the randomness
of the velocities play an increasing role with increasing the voltage amplitude.
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Figure 6.4: Hysteresis loops of time periodic voltage and current in a silicon solar cell.

6.3 The effect of molecular dipoles in hybrid
organic-inorganic solar cells

A new generation of solar cells emerged over the last few years consisting in light har-
vesting regions based on hybrid organic-inorganic materials. One example is CH3NH3PbI3
perovskites, Fig. 6.5. The advantage over the silicon cells is that they are much cheaper than
the silicon p-n junctions, and much easier to obtain in the lab [73]–[75]. Their photoconver-
sion efficiency is up to 20%, which is considered very good compared with silicon, which is
typically of 30-45%. They do not require a pure crystalline phase, since they are essentially
disordered materials, and do not need doping. A solar cell needs an internal electric field
which must spread the electron and the hole once they are created by a photon. Otherwise
the electron and the hole recombine. In a classical silicon p-n junction this field is produced
over several hundreds of nanometers, in the interface region between the n-doped and p-
doped sides of the junction. In the CH3NH3PbI3 perovskite structure the methylammonium
molecules H3NH3 have dipole moments that permanently rotate inside the PbI3 cage [76].
It is believed that these dipole moments are responsible for separating the electrons and the
holes shortly after they are created. It is also believed that the CH3NH3PbI3 perovskites can
have ferroelectric domains where the dipole moments are all aligned in the same directions
[77].

In order to adapt our simulations to such type of materials we included in the diode a
number of electrical dipole moments. They are allowed to rotate and align with the total
local electric field in order to minimize their energy. The field created by each dipole is
included in the total electric field calculated in each region of the diode where carriers or
dipoles reside.
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Figure 6.5: The perovskite structure of CH3NH3PbI3. In the center of each of the four cells
displayed is the methylammonium polar molecule CH3NH3, which rotates due to thermal
energy and electric field. The Pb atoms are shown in grey and the I atoms in pink [76].

The alignment is modeled using a Monte Carlo method familiar in statistical mechanics
and the Boltzmann distribution. Ait each time step of the molecular dynamics simulation a
new position and orientation for each dipole is decided by calculating the Boltzmann factor

F (State2)

F (State1)
= e

U1−U2

kBT , (6.8)

where U1 and U2 are potential energies is states 1 and 2. A Metropolis–Hastings algorithm is
used to determine if a dipole will rotate or not. In the present implementation the dipoles are
treated as points and their electric field is calculated in the long range limit with the formula

E(R) =
3(p · R̂)R̂− p

4πεR3
. (6.9)

With this addition of internal dipoles, and with the corresponding material parameters of
the halide perovskite CH3NH3PbI3, m∗

e = 0.23m0 and m∗
h = 0.29m0, and their mobilities

µe = 2.0 m2/Vs and µh = 2.0 m2/Vs, Eg = 1.55 eV, we repeated the dynamic simulations
of the I-V characteristics of a 10 micron thick halide-perovskite layer. The single-particle
velocity relaxation is now one order of magnitude larger that for silicon, because of the
increased mobilities, i. e. τe = 2.6 ps and τh = 3.3 ps. The dipole moment of the methy-
lammonium molecule is taken as 2.1 Debye.

In the first series of simulations we did not include dipoles, Fig. 6.6. The calculations
are done for a periodic voltage of amplitude 1 and 10 V, of period 10 and 100 ps. This
time we also show the time periodic current, together with the partial electron and hole
components. Let’s observe first that the partial currents are not symmetric relatively to zero
values. The reason is that the absorption of the photons is done at one side of the cell, near
the anode, as illustrated in Fig. 6.2. This is a realistic situation, since the photons enter
into the device through a phototransparent oxide usually made of TiO2, which also serves as
electron transport material. At the other end of the device a hole transporter organic material
called Spiro-MeOTAD is usually attached [75]. However the hole transporter is not really
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necessary and sometimes it also creates serious degradation of the device in time [78]. In
our simplified device model the electrons are absorbed at the right boundary of the diode
and the holes at the left boundary, Fig. 6.6, with equal probabilities. Further developments
of the model will include the effect of band alignment between the electron/hole transporters
and the halide perovskite [79].

For comparison, next figure, 6.7, show the results for the same simulation parameters,
but with the incident photons uniformly distributed in the volume of the halide perovskite.
There are small and non-significant, differences between the hysteresis loops obtained for
the same period and voltage in the nonuniform and uniform cases. As before, in the case of
silicon, we obtain a hysteresis at periods one order of magnitude larger than the character-
istic velocity relaxation time, due to the space charge distribution. However the Coulomb
effects seem to be weaker in the halide perovskite, where the dielectric constant is 25.7,
compared to silicon, with dielectric constant more than two times smaller, 11.7. Increas-
ing the voltage the hysteresis become more prominent and higher harmonics of the current
manifest as additional loops.

In the next examples we included the dipole moments. A number of 125 dipoles were
distributed in the volume, i. e. 5×5×5 in the three spatial directions, respectively, randomly
oriented. In order to mimic macroscopic ferroelectric domains the magnitude of each dipole
has been multiplied with a factor 106, Fig. 6.8. No significant changes can be seen in the
presence of the dipoles. Further amplifying the dipoles by a factor of 1010, we see that the
noise of the currents increases, Fig. 6.9. This is understandable, since carriers situated close
to a dipole can be strongly accelerated.

Hence, our results show that the inertial hysteresis survives in the presence of the intrin-
sic dipole moments existent in the halide perovskite materials. The dipoles or ferroelectric
domains have indeed their own dynamics. They can change orientation due to the flip of the
input voltage. But their characteristic times are much larger than the carrier velocity times.
The dipole relaxation times essentially depend on the mass of the molecular dipoles, which
is orders of magnitude larger than the mass of the carriers. Therefore the hysteresis due to ro-
tation of dipoles occurs at much lower frequencies, of the order of Hertz or in the static limit,
although the halide perovskites are considered weak ferroelectrics [80], [81]. However the
origin of the hysteresis phenomenon in these materials is a hot research topic, since the phe-
nomenon has also been attributed to other causes, like charge trapping or charge migration,
of electronic or ionic nature [82]. Most likely the hysteretic behavior is a result of several
mechanisms of electric polarization, each one with a specific relaxation time, which in the
end contribute to the degradation or ageing of the solar cell. The inertial mechanism pre-
sented in this thesis has probably the shortest relaxation time. Other mechanisms are being
incorporated in the molecular dynamics code developed at the Nanophysics Center of Reyk-
javik University within a separate project on space charge dynamics in halide-perovskite
materials [72].
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Figure 6.6: Dynamic hysteresis in methylammonium halide perovskite without dipoles. The
photon flux is entering the diode from the right lateral surface, as shown in Fig. 6.2.
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Figure 6.7: Dynamic hysteresis in methylammonium halide perovskite without dipoles. The
photon flux is uniform in the volume of the diode.
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Figure 6.8: Dynamic hysteresis in methylammonium halide perovskite with 125 dipoles
magnified 106 times. The photon flux is entering the diode from the right lateral surface, as
shown in Fig. 6.2.
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Figure 6.9: Dynamic hysteresis in methylammonium halide perovskite with 125 dipoles
magnified 1010 times. The photon flux is entering the diode from the right lateral surface, as
shown in Fig. 6.2.
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Chapter 7

Conclusions

THz radiation has already proven as a valuable asset to science and technology. THz imag-
ing, THz spectroscopy, GB/s wireless communication [83], to name a few. Sources of this
radiation band have a lot of unresolved issues. The ones that do produce THz radiation are
the free electron lasers, and they require dedicated facilities and teams of scientists and en-
gineers. The vacuum electronic devices do work well but they can be extremely large and
expensive. Solid state devices can be small but have a low maximum of obtainable frequen-
cies because the transit time of the charge carriers within the device cannot be decreased
indefinitely. Obviously problems exist and persist all over the map but also do opportunities
which drive the progress in this very young field.

We have shown in our work that such devices are possible by combining the speed of
free electron sources and the miniature dimensions of a solid state device. The proposed
diode can have a frequency band of operation based on its radius and through the voltage it
can be tuned to change the frequency within this band continuously. Although these devices,
due to their miniature dimensions would produce power in the order of tens of µW, putting
them in arrays can increase their power coherently. One way was to have them placed near
to each other and their respective electron beams interacting with their nearest neighbors.
Such a device would increase the power tenfold but also would introduce a lot of noise.
Investigations were made on such arrays with each emitter having multiple bunches of its
own in front of it. Further investigations showed that having one bunch only in front of each
emitter would decrease the noise for one emitter but also in this configuration would cause
the emitters to work in anti-phase or against each other.

We made a proposal to have a similar array of emitters where the emitters are far enough
from each other, that they don’t interact. Then into the gap voltage, a signal from one lone
single emitter is fed. The small voltage created by this one emitter would cause all other
emitters to submit to it and follow it’s beat. This is a well known configuration in physics.
This way, many of the problems from the previously shown interacting arrays should be
decreased (noise and frequency reduction). An initial code was written for this particular
problem, but further studies need to be done.

We made investigations into the non-zero initial velocity of the emitted electrons. Until
this point, all simulations were run for zero initial velocity, which can correspond to T=0K,
and that is nonphysical. Increased initial velocities corresponding to Maxwell-Boltzmann
distributions of up to T=300K were included and all of them gave promising results for
single emitters.

Finally, within a preliminary study of charge dynamics in solar cells, using the methodol-
ogy of molecular dynamics extended to electrons and holes, we predict an inertial dynamical
mechanism for hysteresis in solar cells, at high frequencies such as GHz. More work needs
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to be done in this direction to incorporate in the code realistic parameters regarding dipole
moments, specific to halide perovkite materials, generation and recombination rates, and
absorption of carriers by the electron and hole transporter layers.
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